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Evaluation of Pedestrians Walking Speeds in Baghdad City
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ABSTRACT

T his research examines the factors which influence pedestrian's walking speed in Baghdad. the
variations in walking speed of pedestrians are related to pedestrian characteristics such as gender,
age group, and clothing traditions. Using the established methodology, the counts of pedestrians
were performed using manual and video counting. The case study was performed in two streets
located in a highly crowded commercial zone at the city center of Baghdad: Al-Karada Dakhel and
Al- Sina’a Street. Data were subjected to statistical analysis using IBM SPSS Statistics 19 software.
It has been found that Iraqi pedestrians walk slower than other pedestrians in the developed
countries or in the region with minimum walking speed of 29.85 m/min. Age, gender, and clothing
traditions were found to significantly contribute to pedestrian speed. Pedestrians in the age range
from 18-50 years old were the fastest group of pedestrians and pedestrians over 50 years old were
the slowest. Male pedestrians had significantly faster walking speeds than female pedestrians did.
Pedestrians wearing western style were found to be faster than those wearing Arabic style.

Key words: walking speed; pedestrian characteristics; age; gender; clothing traditions.
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1. INTRODUCTION
Environment is being contaminated by the increment of vehicles, particularly in Central Business

Districts (CBDs) where most of the government offices and trading centres of a city are located. To
reduce environmental pollution, pedestrianization has become an integral part of sustainable
modern urban design. Thus, the design, arrangement and development of support infrastructures
should be in favour of pedestrian movements to popularize walking. To achieve so, pedestrian
facilities should be planned and based on the concrete information on user characteristics, Finnis
and Walton, 2006.

2. BACK GROUND

A ‘pedestrian’ is any person on foot or who is using a means of conveyance propelled by human
power, other than a bicycle. Similarly, the term ‘walking’ refers to the act of self-propelling along a
route, whether this is on foot or on small wheels, or assisted by additional aids, Roads and Traffic
Authority, 2007. Pedestrians Free flow speed indicates the average movement speed of pedestrians
when they are not hindered by other pedestrians in an obstacle-free environment under normal
condition. Its value, however, requires extensive data collection for calibration as the walking speed
is subject to many factors. Daamen, 2004, found that the walking speeds of individual appear to
follow a normal distribution, with an estimated mean of 1.34m/s and standard deviation of 0.37.
Besides, Finns and Walton, 2006, conducted survey on mean walking speed of different
countries/cities. the results show that the mean walking speed of different countries can range from
0.7m/s (Itea, Greece) to 1.8m/s (Prague, Czech Republic). The literature review suggests men and
women have different walking speeds, flows and density relationships. White, 1994, showed that
pedestrians might vary their walking speeds over a wide range, when unimpeded by crowd density
or other frictions.

a controlled study by Murray, 1986, of walking speeds for men, ranging in age from 20 to 87,
revealed that normal walking speed declined with age, He concluded that this would indicate that a
healthy person in their 40's in a hurry could exceed the normal relaxed walking speed of a 20-year-
old. Normal walking speeds declined from 84 m/min for the 20-to-25 age group, to 65 m/min for
the 81 -to-87 groups, with most of the speed decline occurring after the age of 65.

3. SCOPE OF THE STUDY

This study is mainly concerned with the effect of variables such as age, gender, and clothing style,
on walking speed. To investigate how urban characteristics affect pedestrian mobility, field
investigation was carried out in Baghdad at different land use locations, and data was collected
regarding pedestrian characteristics and behaviour.

4. METHODOLOGY

4.1 Site Description

The case study was performed in the city of Baghdad. To conduct the speed studies in the
concentrated CBD areas, several sidewalks along the main streets were selected as the observation
sites. The pedestrian volume and speed data were collected at two selected locations in Baghdad
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CBD area. The first site is located in a recreational and shopping zone (AL- karada Dakhil); the
second site is a commercial and educational zone holding colleges, (Al- Sina’a Street). The studied
segment of sidewalks has dimensions shown in Tablel; where the arcades widths are measured as
the available space for pedestrian to walk.

4.2 Sampling

The collection of the field data was made for sample lengths of 1 hour and during good weather
conditions. The hours in which the counts were performed, were the ones where the peak hour was
expected to take place. These hours were selected considering the background information of the
place. Specifically, the ranges selected were 13:00-14:00 and 17:00-18:00 for Baghdad.

The workdays were used as the main sample days for this study. In this respect, random days among
this group were chosen of April 2013.

4.3 Counts Method

The technique adopted in the field work is by marking a longitudinal section of known length and
width on the pedestrian facility and continuously recording the movement of pedestrians within this
section. Pedestrians were manually timed over a measured test length, volume and speeds were then
calculated. Random pedestrian about to enter the section was selected and tracked through the study
area. The time taken by a pedestrian to traverse the test length was measured using a digital stop
watch, the entry and exit times in and out of the test area were recorded. Walking speed is then
derived by dividing the known length of the section by the walking time. Data were subjected to
statistical analysis using IBM SPSS Statistics 19 software. The speed was calculated using the
mathematical models below, Pignataro, 1973; Khisty and Lall, 1998. From this data, regression
models have been constructed and the predictive performances of these models were assessed.

Sy=L/Ty (1)
Ss=L/Ts 2
Where:

Tn; Ts represents travel time in each direction (min)

S\; Ss represents the space mean speed (meter / minutes) in each direction

L = the test section length (meters)
5. RESULTS AND DISCUSSION
5.1 Variation of Walking Speed with Gender
Table 2, shows pedestrian mean and 15th percentile speeds in relation to pedestrian gender for
Baghdad. The 15th percentile speed is the one normally used in design and it means that 85% of
pedestrians walk faster than this speed. As indicated in Table 2, male pedestrian walks faster than
female for all of the tested sites. The walking speed detected for both gender at Baghdad site two,
which is an educational zone (mean walking speed) is 35.84 m/min - 33.783 m/min. for male and
female respectively, Fig. 1, show the minimum, maximum, and mean walking speed for males and
females for Baghdad.
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This may be attributed to the fact that most of the pedestrians at the educational zone are young.
The present study findings are comparable to walking speeds reported by koushki, 1988 for Saudi
Arabia (mean walking speed 65 m/min).

5.2 Effect of Age Groups on Walking Speed

As indicated in Table 3, adult pedestrians (18-50 years) were the fastest compared to other age
groups with an average speed of 43.092 m/min and 39.458 m/min for males and females
respectively at Baghdad site 2. Pedestrians 50 years or older (elderly) were the slowest among
others, with an average walking speed of nearly 20 m/min.

These findings are in agreement with those reported by Fruin, 1971, koushki, 1988, Sarsam, 2002,
and Sarsam, 2013.

Fig. 2 shows the variation of walking speed with gender and age groups for Baghdad. On the other
hand, Fig.3 shows the variation of walking speed with gender and clothing tradition.

5.3 Effect of Clothing Tradition on Walking Speed
Table 4 shows pedestrian mean speed in relation to pedestrian clothing tradition for Baghdad and it

detected two clothing styles: Arabic style, and western style (trousers) for both male and female. It
was found that males who wearing trousers are faster than males with Arabic style for both sites by
about 3.9 m/min. This may be attributed to the limitations practiced in the step length which is
restricted due to clothing when using the Arabic clothing tradition. When female pedestrian are
considered, females who wearing trousers are faster than whom wearing Arabic style by about 0.65
m/min and such variation was not significant for female pedestrians. This could be attributed to the
slower average speed of female as compared to male. It found to be in agreement with results found
by kuishki, 1988 in Saudi Arabia, and Sarsam, 2013 in Baghdad.

6. CONCLUSIONS

Within the limitations of field investigation procedure and assumptions, the following conclusions
may be drawn:

1. Male pedestrian have significantly faster walking speeds than female pedestrians by about
5% with mean walking speed of 35.9m/min for Baghdad.

2. Pedestrians of 18-50 years old are the fastest group of pedestrians with an average speed of
43.092 m/min at Baghdad, Pedestrians over 50 years old were found to be the slowest group
with an average walking speed of nearly 20 m/min.

3. Male wearing western style is walking faster than males with Arabic style by an average of
3.9 m/min and such variation was not significant for female pedestrians.
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Table 1. Dimension of sidewalk for each street.

Journal of Engineering

City Site Street Section length (m) | Section width (m)
1 Al-Karada Dakhil 10 2.5
Baghdad 2 Al-Sina’a 10 3
Table 2.Pedestrian speed in relation to gender for Baghdad city.
Pedestrian walking speed (m/min)
Site Gender Mean 15" percentile

Site 1 Male 30.76 19.12
Female 29.85 23.48

Site 2 Male 35.84 23.99
Female 33.78 26.56

Table 3.Variation of walking speed with gender and age groups for baghdad.

Pedestrian walking speed (m/min)

Site 1 Male age group Female age group
Young Adult Elder Young Adult Elder
Site 2 35.13 37.16 20.11 31.59 34.30 19.57
39.59 43.09 24.98 35.17 39.46 26.83

Table 4. Variation of Walking Speed with Gender and Clothing Tradition for Baghdad.

Pedestrian walking speed (m/min)

Site Male clothing tradition Female clothing tradition
Arabic style Western style Arabic style Western style

Site 1 28.84 32.73 29.54 30.17

Site 2 33.92 37.81 33.46 34.11
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Figure 1. Variation of walking speed with gender for Baghdad city.
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Figure 2. Variation of walking speed with gender and age groups for Baghdad.
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Number 9 Volume 20 September - 2014 Journal of Engineering

Solving Time-Cost Tradeoff Problem with Resource Constraint Using Fuzzy
Mathematical Model

Sosan M. Rashed Ahmed M. R. Mahjoob
Assistant Professor Instructor
College of Engineering - University of Baghdad College of Engineering- University of Baghdad
Email:Sawsan_2@yahoo.com email:mrahmed.civil@yahoo.com
ABSTRACT

Scheduling considered being one of the most fundamental and essential bases of the project

management. Several methods are used for project scheduling such as CPM, PERT and GERT.
Since too many uncertainties are involved in methods for estimating the duration and cost of
activities, these methods lack the capability of modeling practical projects. Although schedules can
be developed for construction projects at early stage, there is always a possibility for unexpected
material or technical shortages during construction stage.
The objective of this research is to build a fuzzy mathematical model including time cost tradeoff
and resource constraints analysis to be applied concurrently. The proposed model has been
formulated using fuzzy theory combining CPM computations, time-cost trade off analysis and
resource constraint. MATLAB software has been adopted to perform ranking process, for each
case, that facilitates obtaining the optimum solution. This research infers that it is possible to
perform time-cost trade off analysis with resource restriction simultaneously, which ensures
achieving scheduling optimum solution reducing the effort and the time when performing these
techniques in succession using traditional methods.

Key words: fuzzy mathematical model, CPM, resource constraint, MATLAB, linear programming.
a7 el 7 gad aladiuly jaluaall Cilddae ae 44ISY) - ha 31 (38 65 o

Qsaaa L9y, dana daal Al ) dada Cp g
Ak dzala i) 440 Alary daala Al 4K

dadal)

CPM, ) Jie mjliall dlsaal (3 da sac aa i ao Ll 31130 & 4aslu¥) 3ac @l 5 o saluall aal) (ge Baa) g Al sanll yiias
Gkl sda b cillladll CalS 5 llladl) 23a (padd (5l  Adeaial) (il e e SV 3585 a5 (PERT, GERT
w'é)s.\.nd;‘f@@uuy‘@ijﬂu\u&u\d}\dﬂ‘uiwe&)}h(aﬂd\ﬂ\)w\@)w\ﬁi.nﬂo‘)ﬂ\dﬂﬂ
LY Al e ol @B gia e 3 ) gall (A el o) i ae ) geda Allaial a5 cp 5 piial)

B (6 5l pabeaall clasaa 5 (a3l ae A8 G 5 Gkt Lamtia il )l gz ail) 3 sl ol 58 Canall 134 (g Caagl)
Cladae g AASH we gl 3155z pall Sluad) 38 )k Gadad ae Ua gede zomal 3k ahdiuly 2 i) 23 s jaa
Sl I Can ) i JieY) Jall sl Jgess 5 Al JS3 i il Alee JasY (MATLAB) gl s (35 &3 L3 ) sall
ety IS8 5 Japdadill Jia¥) Jall (M J g sl e Lo 2a) 5 0 (8 3] sall e s 8IS e i ) (381 53 il o] yal
Asaall sale) S5 Glle L oslhaall e Sl Ly J sanall Zpaliil) (3 5Ll 5 (lailly ililaadl 028 ) ol nie < ) 5 agall
Y dall ) Jpea

10



Number 9 Volume 20 September - 2014 Journal of Engineering

1-INTRODUCTION

Decisions in construction management are made based on schedules that are developed during the
early planning stage of projects, while many possible scenarios need to be considered during actual
construction stage which may cause many changes in schedule. Many restrictions appear during
construction stage, therefore, taking these restrictions into account helps project managers to
evaluate situations and make better decisions. In order to adopt more integrated construction project
plans including the requirements for implementing the project plans in possible least costly manner,
time-cost trade off analysis with resource constraints techniques were developed to apply in
succession. In real projects, the trade-off between the project cost and the completion time, and the
uncertainty are both considerable aspects for managers. Resources are the main factor that affect
implementing project schedule, providing the accurate resources at the right time means that the
schedule will probably run smoothly. But when there are insufficient resources available for
activities (especially concurrent activities), which use the same type of resource, some of these
activities are delayed to relieve the resource constraints. Usually, the solutions for the optimum time
cost trade off may not be suitable for resource allocation. Although optimization programming
processes the capability of producing accurate solutions, it requires elaborate formulation and
extensive computation.

Fuzzy Logic has emerged as a nontraditional tool in construction management applications and as
such has been employed in resource scheduling and time cost trade off analysis individually. To
obtain optimum solution for time schedule, it is necessary to make time cost trade off, resource
allocation applied simultaneously within fuzzy environment to produce optimum time schedule
considering cost and resource constraints.

Many researcher performed studies about using fuzzy theory in project scheduling. Zhang et al,
2005 Incorporate fuzzy set theory and a fuzzy ranking measure with discrete-event simulation in
order to model uncertain activity duration in simulating a real-world system, especially when
insufficient or no sample data are available. LIANG, 2006 presents an interactive Fuzzy Linear
Programming (FLP) approach for solving project management (PM) decision problems in a fuzzy
environment. Soltani and Haji, 2007 have developed a new method based on fuzzy theory to solve
the project scheduling problem under fuzzy environment. Assuming that the duration of activities
are trapezoidal fuzzy numbers (TFN), in this method they compute several project characteristics
such as earliest times, latest times, and, slack times in term of TFN.

Lin, 2008 introduces a fuzzy time-cost tradeoff problem based on statistical confidence-interval
estimates and a distance ranking for fuzzy numbers to derive the level (1 — a) of fuzzy numbers
from (1 — a) x100% statistical data confidence-interval estimates. Shankar, et al. 2010 presents a
method for finding critical path in the fuzzy project network. Trapezoidal fuzzy numbers are used to
represent activity times in the project network. Liang, et al. 2011 presents a fuzzy mathematical
programming approach to solve imprecise project management decision problems with fuzzy goal
and fuzzy cost coefficients.

The research has many difficulties when applying such models due to unavailability of the required
information or emphasizing it on the logic part of fuzzy theory rather than presents a new method to
solve scheduling problem. Thus this research will focus on making integration between fuzzy logic
and the management theories to provide an improved method used in project scheduling.

11
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2- FUZZY SETS

Fuzzy sets can be considered as an extension of classical or ‘crisp’ set theory. In classical set theory,
an element x is either a member or non-member of set A. Thus, the membership pA (x) of x into A
IS given by:

1,ifxe A
HA (X)={

0, if x¢ A

In contrast to classical set theory, the fuzzy set methodology introduces the concept of degree to the
notion of membership. More formally, a fuzzy set A of a universe of discourse X (the range over
which the variable spans) is characterized by a membership function pA(x): X — [0, 1] which
associates with each element x of X a number pA(X) in the interval [0, 1], with pA(X) representing
the grade of membership of x in A. So, Membership Function (MF) is a curve that defines how each
point in the input space is mapped to a membership value (or degree of membership) between 0 and
1. Sivanandam et al, 2007.

Various membership functions can be established depending on how we can represent the context of
the practical problem, the most familiar membership function presented in Fig. 1 Lorterapong and
Moselhi, 1996. The mathematical representation of the membership function presented in Fig. 1 is
as follows:

2-1 Triangular Membership Function Fig. 1 a, The membership function for this type is
1- (jx-bl/a-b) ifa<x<c
px)= {
0, otherwise

2-2 Trapezoidal Membership Function Fig.1 a, The membership function for this type is

0 ifx<a
x-a/b-a ifa<x<b

nx)=+< 1 ifb<x<c
x-d/c-d ifc<x<d
0 if x>d

2-3 Open Right Membership Function Fig. 1 ¢, The membership function for this type is

1 ifx>b
n(x)=9 x-a/b-a ifa<x<b
0 ifx<a

2-4 Open Left Membership Function Fig. 1 d, The membership function for this type is

1 ifx<a
u(x)=+ b-x/b-a ifa<x<b
0 ifx>b

12
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3- FUZZY NUMBERS ARTHIMATIC

Let A and B be two trapezoidal fuzzy numbers parameterized by the quadruple A= [a;, by, C1, di]
and B= [ay, by, cy, dy] respectively. The simplified fuzzy number arithmetic operations between the
trapezoidal fuzzy numbers A and B are as follows Shankar et al (2010).

Addition &

ADB= [a1+ ay, by +b,, c1+C, ,d1+d2]

Subtraction ©

A@ B= [al- dz, bl- Co, C1- b2 , dl- az]

Multiplication @

ARB= [a1 do, blbz, C1Co, dldz]

Division @

AQ@B= [a1/ dz, b1/ Co, C1/ bz, d1/ 6.2]

4-FUZZIFICATION AND DEFUZZIFICATION

According to Ross, 2004, Fuzzification is the process of making a crisp quantity fuzzy. This is done
by simply recognizing that many of the quantities that are considered to be crisp and deterministic
are actually not deterministic at all: They carry considerable uncertainty.

While defuzzification is a mathematical process used to extract crisp output from fuzzy output
set(s). This process is necessary because all fuzzy sets inferred by fuzzy inference in the fuzzy rules
must be aggregated to produce one single number as the output of the fuzzy model, Asmuni, 2008.
Many methods that have been proposed in the literature in recent years, seven are described here for
defuzzifying fuzzy output functions (membership functions), Ross, 2004, Max membership
principle, Centroid method, Weighted average method, Mean max membership, Center of sums,
Center of largest area and First (or last) of maxima.

5- TIME- COST TRADEOFF ANALYSIS

Time-Cost Trade off (TCT) analysis represents the process of optimally reducing the project
duration in a least costly manner. The objective of TCT analysis is to search for the optimum set of
activities methods of construction that minimizes the total project cost (direct and indirect) while not
increasing project completion time. The TCT analysis involve estimating, if possible, the cost of
crashing normal time for the project activities so as total project completion time will be decreased.

6- RESOURCE RESTRICTION

Two problems arise in developing a resource constrained project schedule. Hendrickson and Au
(2003) First, it is not necessarily the case that a critical path schedule is feasible. Because one or
more resources might be needed by numerous activities, it can easily be the case that the shortest
project duration identified by the critical path scheduling calculation is impossible. The difficulty
arises because critical path scheduling assumes that no resource availability problems or bottlenecks
will arise. As a second problem, it is also desirable to determine schedules which have low costs or,
ideally, the lowest cost. To overcome these problems, all the possible scenarios of resource
allocation with associated time schedule get developed, considering restricted availability of
recourses, and the schedule that satisfies both the time and cost criteria is identified. This will be
done by changing different activities start time, depending on the availability of the resources, and
the most optimum schedule is selected.

13
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7- FUZZY MATHEMATICAL MODEL
The time and cost of the project activities, as well as the project itself, may be expressed using a
range of values rather than exact numbers. This fact makes the theory of Fuzzy logic applicable in
such cases to represent the uncertainty in time and cost of construction project. Since the time and
cost of the activities are considered fuzzy numbers, the project total time and cost will be expressed
by fuzzy numbers. To prepare a mathematical model for project scheduling using Fuzzy theory the
following proposed algorithm will be applied

1- Define the project activities by answering the question ““ what must be done”

2- Define the logical relationship between activities

3- Estimate the activities cost and time

4- Specify, if possible, the crash time and cost for crashing the activity

5- Convert the activity time to fuzzy time for the project activities; this is done by finding the max

number of crash time in all activities considering it as the fuzzy membership function. For example

if the max number of crash time in all project activities is 3 days and the normal time for this
activity is 8 days, then we will use four point fuzzy membership function (trapezoidal Function) and

fuzzy numbers will be (5, 6, 7 and 8).

6- For the activities having no or less crash time, consider the following: -

A- The activities with less than max crash time, repeat one of the numbers. For example if an
activity have 2 days crash time and 3 days normal time then fuzzy time may be written as
minimum (1, 1, 2 and 3) , middle (1, 2, 2 and 3) and maximum fuzzy time (1, 2, 3 and 3).

B- For the activities with no crash time, repeat the same activity time. For example if an activity has
2 days of time then the fuzzy time will be (2, 2, 2 and 2).

7- For the activities with crashing cost per unit of time greater than indirect cost set the fuzzy time

equal to normal time.

8- Specify: -

A- The required resources for each activity.

B- The available resources and the time of availability.

9- Examine the possible scenarios for the project scheduling (consider availability of the resources
and the time of availability).

10- For each scenario, develop a number of networks by considering different fuzzy time.

11- Develop a mathematical model for each scenario and solve it by using fuzzy logic toolbox

presented in the commercial program (MATLAB).

8- CASE STUDY

For applying the proposed algorithm a case study project from Mohammed, 2004 will be adopted,
normal, crash time and cost presented in Table 1. While the Fig. 2 presents the AOA network for
this project.

While the first four steps in the proposed algorithm are satisfied in the case study, other steps will be
implemented as follows: -

1- Converting the activity duration to fuzzy duration, according to step 5 & 6 in the proposed
algorithm, the conversion process was done depending on the maximum amount of crashed time
available in the project activities, while fuzzy cost depending on crashing rate for each activity,
that’s mean increasing in unit of time will be associated with decreasing in cost using crashing rate,
Table 2 present the fuzzy duration and cost for each activity, the above conversion actually
determines the linguistic variables. As mentioned in paragraph four “Fuzzification is the process of
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making a crisp quantity fuzzy” that means the activity time, and cost, are converted from crisp
(single value) value to fuzzy value (membership value) by using linguistic variables .

2- For step number 8, the required resources for each activity are presented in Table 1. While the
available resources and the time of availability are stated by only 12 units of material (m) available
and the rest are going to be delivered after days 12.

3- Considering step number 9 in the proposed algorithm, in addition to the case of normal resources
availability, there are two possible scenarios for the project scheduling consider availability of the
resources and the time of availability.

4- In step number 10, each scenario developed in step number 9 will be tested with the possible
combination of activity fuzzy time (min, middle and max fuzzy time) using the scenario network,
the result represents project total fuzzy times (the project membership functions). This step will be
done by using the planned case (Normal resource availability) and resource restriction cases as
follows

A- Normal resources availability

Three networks are developed considering normal availability of the resources. For each network
the project completion time represents project membership function, that means three trapezoidal
membership functions are developed, Fig. 3 presents the networks of normal recourse availability
scenario with min fuzzy time. It is clear that crashing some activity in the above network will not
reduce the project total time while increasing the total cost (activity D, F and H) because the
following activities have greater start time than their finish time, so set the activity time equal to
normal time as in Fig. 4. The same procedure will be implemented in the other network (middle and
maximum fuzzy time) presented in Fig. 5 and Fig. 6.

B- Resource restriction first scenario

In this scenario, the activities (A, B, C, D and E) will be performed during the first 12 days and the
rest of activities will be implemented after that. This action requires inserting dummy activity (40-
45) with early start time equal to 13 days. Fig. 7 shows the network developed for this scenario and
the resulting project completion time. The network in Fig. 7 shows that crashing some activities
will not reduce the project total time while increasing the total cost because the following activities
have greater start time than their finish time, so the backward adjustment involves activities (A, D, E
and G) by setting activity time equal to normal time as in Figure Fig. 8. The same procedure will be
implemented in the other network (middle and maximum fuzzy time) presented in Fig. 9 and Fig.
10.

C- Resource restriction second scenario

The second scenario shows that the activities (A, B, C, E and F) will be performed during the first
12 day and the rest of activities will be implemented after that. To perform this action, the dummy
activity (30-35) will be inserted in the project network with early starting time of 13 days. Fig. 11

illustrates the network developed for this scenario with the project fuzzy completion time. The

same procedure of backward adjustment is implemented in this scenario involving activities (E, F,
G and H) by setting the normal activity time as a fuzzy time. Fig. 12, Fig. 13 and Fig. 14 show the
network for second scenario.
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The associated cost for each time will be calculated using the following equation
TC=YC+[IC * Xn] (1)

Where:

TC= total Cost

C= activity direct cost for specified time (Table 2).

Xn= project completion time

IC=indirect cost / unit of time (1500%$/day)

Table 3 summarizes the project fuzzy time for each scenario with the associated fuzzy total cost.
The information in this table is the basis for creating membership functions for using in fuzzy
mathematical models.

9- THE MATHEMATICAL MODEL

Developing the mathematical model for each scenario as follows

A- For normal resource availability, the proposed model will be developed using the information
resulting from planned case (Table 3). The cost model can be expressed as: -

1 1ft< 21
M) = (27-t) /5 if 22<t<27
0 otherwise

Where the variable (t) represents completion time for the project, 22 is the preferred completion
time and 27 is the normal completion time. The graphical representation for this model is shown in
Fig. 15. While the following model represents the cost model with graphical illustration in Fig. 16.

1 if ¢< 68200
p(c) =< (70000-c)/1800  if68200<c<70000

0 otherwise
Where the variable (c) is the completion time for the project, (68200) represents the preferred
completion cost and (70000) is the normal completion cost.

B- For resource restriction first scenario the following model represents time and cost model using

the information in Table 3 with same procedure used in developing planned case models. The
models graphical illustration is presented in Fig. 17 and Fig. 18.

1 1ft<27
M) =9 (29-t)/2 if 27<t<29
0 otherwise

1 if ¢c< 72100
1 (c) =< (73000-c) / 900 if 72100<c<73000
0 otherwise

16
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C- The models for case two is developed using information in Table 3 (case two) as shown below
with graphical representation in Fig. 19 and Fig. 20.

1 if t<25
M) =9 (27-t)/2 if25<t<27
0 otherwise

1 if ¢< 70000
M (c) =4 (72000-c) / 2000 if 70000<c<72000
0 otherwise

10- SOLVING THE MATHEMATICAL MODEL USING MATLAB PROGRAM

Now the proposed mathematical model developed for each case will be solved by using MATLAB
fuzzy logic toolbox (Graphical User Interface GUI) as follows

1- Construct two inputs (time and cost) one output (rank) system using FIS Editor. While the inputs
represent the fuzzy time and cost for each case, which are defined in the mathematical model, the
output will represent the scale to measure optimum time and cost as shown in Figure Fig. 21.

2- Define the membership function for system. One trapezoidal membership functions will be used
for each input and one triangular membership function for the output, while the defuzzification
method will be smallest of maximum (som). State the range for the time input (0-30), while the cost
input will be entered in thousands and the range will be (0-80). The output range will be (0-1) which
represents the rank for each time and associated cost.

3- Write down the rules using Rule Editor. The rule will be added as presented in Figure Fig. 22.

4- Finally the time value can be fed with associated cost by using rule viewer to get their rank. The
value of each input variable can be classified by sliding the lines in the input column and generating
the output value or by writing those in the input field as shown in figure Fig. 23. The output of each
input is presented in Table 4 which summarizes the final rank for each case.

11- DEVELOPING GENERAL MODEL

Now if it is required to choose between the times generated from the restriction cases, case one and
two, a general model will be developed which represents the min and max time and cost of the
restriction cases, the resulting model is as follows

1 1ft< 25
M) =<(29-t)/4 if25<t<29
0 otherwise

1 1f ¢< 70000
M (c) =4(73000-c) / 3000 if 70000<c<73000
0 otherwise
The graphical representation is shown in Figures Fig. 24 and Fig. 25.

The final rank for each time and associated cost is obtained using MATLAB (GUI) and the final
result is summarized in Table 5.
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12- MODEL VERIFICATION

The verification processes involve converting normal and resource restriction cases to Linear
optimization models and solving them using commercial computer program called (WinQSB). The
results generated from solving these models summarized in Table 6.

13- RESULTS DISSCUSION

The results generated from solving fuzzy mathematical models reflect the required purposes of the
models developed for each case individually which can be summarized in finding the optimum
reduction time and the associated cost. For the planned case, the result shows that the optimum time
is 22 days with associated cost of $68200, which has the highest rank, and this result matches the
result of the optimization model which satisfy the model verification requirement, but another time
and cost has the same rank which is 21 days with cost of $68500, and that have reflect the
enhancement of this method which gives the decision maker flexibility to choose what he favorite,
min time or min cost. For case one the results shows that the optimum time is 27 days with
associated cost of $72100 which is exactly the same result of the optimization model. For the case
two, the result shows that the optimum time is 26 days with cost of $71000 and this result differs
from the result of the optimization model, but again this result gives the decision maker option to
choose between minimum time and cost.

The general model result shows that the optimum time is 26 days with cost of $71000, but still the
decision maker has the option to choose what he favors min time or min cost according to project
situation. The above models provide decision makers with a range of time that is between the
normal time and the maximum crash time.

14- CONCLUSIONS

1- Fuzzy mathematical model has the capability to determine the optimum solution for time-cost
trade off analysis with inclusion of resource restriction simultaneously. The presented solution is
identical to manual solution in which time-cost trade off analysis and resource allocation are
performed in succession, and requires no effort of network rescheduling as it is performed manually.
2- Fuzzy mathematical model provides accurate results and that the optimization model is performed
correctly. In addition optimization model finds the minimum completion time for projects while
fuzzy model provides a range of time that is between the normal time and the maximum crash time.
3- The model allows the decision maker to examine different scenarios for project execution, and
their impact on total time and cost, done by changing the order of performing activities which causes
automatic change in project duration and cost.

4- This model could be used for examining the possibility of material or technical shortages. The
analysis could be done by comparing other alternatives such as using a more costly material that
could be delivered at the right time.

5- This model can be used for the project in Iragi construction sector which have the right required
information for project scheduling such as normal and crash time and cost, the expected resource
shortage and the cost of the available alternatives.
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Table 1. Case study project information.

Journal of Engineering

Activity | Followed Time (Days) Cost ($) The required no.
by Normal | Crash Normal Crash of resources
A BC 3 1 1000 3000 1
B DE 4 3 4000 6000 3
C EF 2 2 2000 2000 2
D I 6 4 3000 6000 3
E GH 5 4 2500 3800 3
F H 3 2 1500 3000 2
G I 7 4 4500 8100 4
H I 5 4 3000 3600 3
I 8 5 8000 12800 5

Table 2. Fuzzy duration and cost for case study project activities.

Activity Activity fuzzy duration Activity fuzzy cost
1 1 2 3 3000 3000 | 2000 | 1000
A 1 2 2 3 3000 2000 | 2000 | 1000
1 2 3 3 3000 2000 1000 | 1000
3 3 3 4 6000 6000 | 6000 | 4000
B 3 3 4 4 6000 6000 | 4000 | 4000
3 4 4 4 6000 4000 | 4000 | 4000
C 2 2 2 2 2000 2000 | 2000 | 2000
4 4 5 6 6000 6000 | 4500 | 3000
D 4 5 5 6 6000 4500 | 4500 | 3000
4 5 6 6 6000 4500 | 3000 | 3000
4 4 4 5 3800 3800 | 3800 | 2500
E 4 4 5 5 3800 3800 | 2500 | 2500
4 5 5 5 3800 2500 | 2500 | 2500
2 2 2 3 3000 3000 | 3000 | 1500
F 2 2 3 3 3000 3000 1500 | 1500
2 3 3 3 3000 1500 1500 | 1500
G 4 5 6 7 8100 6900 | 5700 | 4500
4 4 4 5 3600 3600 | 3600 | 3000
H 4 4 5 5 3600 3600 | 3000 | 3000
4 5 5 5 3600 3000 | 3000 | 3000
I 5 6 7 8 12800 | 11200 | 9600 | 8000
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Table 3. Case study project fuzzy total time and total cost.

Case Fuzzy total time Fuzzy total cost
Planned case(Normal 21 |22 |24 |27 |68500 |68200 |69000 70000
resource availability) 21 |23 |25 |27 |68500 |68700 |69200 70000
21 |24 |26 |27 |68500 |68900 |69700 70000
C 27 |27 |27 |29 | 72100 | 72100 | 72100 73000
o";‘fée 27 |27 |29 |29 |72100 |72100 |73000 | 73000
Resource 27 |29 |29 |29 | 72100 | 73000 | 73000 73000
restriction Case 25 |25 |26 |27 |72000 |72000 | 71000 70000
WO 25 |26 |26 |27 | 72000 | 71000 | 71000 70000
25 |26 |27 |27 | 72000 | 71000 | 70000 70000
Table 4. Final rank for the three cases.
Planned Time 21 22 23 24 24 25 26 27
case Cost | 68500 | 68200 | 68700 | 68900 | 69000 | 69200 | 69700 | 70000
Rank 0.42 0.42 0.33 | 0.25 | 0.24 0.17 0.09 0.01
Time 27 29
Case one |Cost 72100 | 73000
Rank 0.5 0.02
Time 25 26 27
Case two |Cost 72000 | 71000 | 70000
Rank 0.02 0.26 0.02
Table 5. Final rank of the general case.
Two Time 25 26 27 27 29
cases Cost | 72000 | 71000 | 70000 | 72100 | 73000
Rank | 0.18 0.34 0.26 | 0.16 | 0.01
Table 6. Model verification results.
Case Total time | Total cost
Planned case (Normal resource availability) 22 68200
Resource Case one 27 72100
restrictions Case two 27 70000
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Figure 12. Adjusted AOA network for the second scenario with min fuzzy time.
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Figure 13. Adjusted AOA network for the second scenario with middle fuzzy time.
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ABSTRACT

The main function of a power system is to supply the customer load demands as
economically as possible.
Risk criterion is the probability of not meeting the load. This paper presents a methodology to
assess probabilistic risk criteria of Al-Qudus plant before and after expansion; as this plant
consists of ten generating units presently and the Ministry Of Electricity (MOE) is intending to
compact four units to it in order to improve the performance of Iragi power system especially at
Baghdad region. The assessment is calculated by a program using Matlab programming
language; version 7.6.
Results show that the planned risk is (0.003095) that is (35 times) less than that in the present
plant risk; (0.1091); which represents respectable improvement.
This probabilistic method can also be used to find the planned risk level of every plant to be
compact in the Iraqi electrical network on the future; or any other power systems; and compare it
with the present criterion which is very useful to determine the necessary generation capacity
expansion.

Keywords: unit outage, risk level, forced outage rate, n generators, planned risk assessment.
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1. INTRODUCTION

Electrical energy supply should be sufficient to meet demand at all times. However, since
supplies and demands are uncertain, there is always a small probability of loss i.e. the supply will
be insufficient to meet demand.
Generation adequacy of a power system is an assessment of the ability of the generation on the
power system to match the consumption on the same power system. This general definition
implies that such an “ability” of the power system should be ensured at all times. However,
capacity values are typically defined to correspond to an extended period such as a year, where
the relevant probability distributions vary from day to day, or hour to hour, within that extended
period, Cailliau et al., 2011 and Zachary, and Dent, 2012.
Adequacy is associated with static conditions, which do not include system disturbances. The
adequacy studies of power supply system are conducted individually in three functional zones:
generation, transmission, and distribution. The functional zones can be combined to give the
hierarchical levels.
A model of bulk generation must consider the size of generation units and the two main
processes involved in their operation, namely the failure and the restoration processes. A failure
in a generating unit results in the unit being removed from service in order to be repaired or
replaced; this event is known as an outage, Dutta, and Sharma, 2012.
Conventional power plants experience unplanned outages, because of mechanical or other
malfunction. Episodes such as this are called forced outages.
There is always a non—zero probability that any single generating unit will be on forced outage.
Taking all such probabilities from each generator allows the calculation of the probability that
enough generator units are on forced outage so that the utility will be unable to meet its load,
Milligan, and Parsons, 1997.
The planning procedure for the expansion of generating capacity by adding new units, based on
the criterion that a certain risk level should not be exceeded, is selected largely by economic
considerations.
A widely used deterministic criterion is the N-1 criterion, which means that there must be
sufficient spinning reserve on the system such that no load will lose power if any one line or
any one generator fails. The probabilistic approach is a more realistic one in which a risk
index enables a comparison to be made between various operating scenarios. The
acceptable risk level is a management decision based on economic requirements.

Once a risk level has been defined, sufficient generation can be scheduled to satisfy this risk
level. This process can be done using the concept of unit commitment risk, Lewis, 1996.

2. LITERATURE SURVEY

It is valuable to present a review of some studies dealing with the assessment of risk level.

W. Luan, et al., 2006 outline risk assessment method for diesel generation stations based on
RISK_A. a model which was developed for assessing station reliability through assigning failure
probabilities to all equipment and modeling their relationships. End-of-life failure probability for
diesel generation unit has been derived based on its actual maintenance history and age profile.
C. N. Ning, et al., 2006 demonstrated two application examples of probabilistic risk assessment.
In the first, a risk based method is proposed to take the uncertainty of contingency occurrence
and impacts into account to provide an essential set of contingency cases for a transient stability
special protection system (SPS) implementation. In the second, an approach for determining the
power transfer limit of a longitudinal electric power system is presented.

M. Cepin, 2006 presented a definition of quantitative risk criteria considering probabilistic
safety assessment. Development of risk criteria is considered separately for permanent and
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temporary changes in the nuclear power plant. Developed criteria can represent a standpoint for
risk-informed decision-making.

O.B. Ajadi, et al., 2012 identified that hazards and risks are associated with installation,
operation and maintenance of diesel powered generator using a 40kVA generator. Hazards of
varying degrees were identified with every section and jobbing of the whole activities. The
associated risk was classified, about 60 percent high risk to 40 percent medium risk.

This paper presents a comparative study for the risk criterion of al-Qudus plant for the present
and planned cases depending on the technical operating data of 2011 that is provided by
Republic of Irag / MOE/ Training and Development Office / Control and Operation Office, and
Generation and Production of Electrical Energy /planning section.

3. BASIS of RISK LEVEL ASSESSMENT

The probabilistic approach to unit commitment considers the size of generation units and the
two states model (unit up and down states) where, A and p are the failure and repair rates
respectively. The long-run failure probability, known as the unavailability of a unit, Un and the
long-run success probability, known as the availability of a unit, A can be expressed in terms of
unit’s failure and repair rates as follows:

Un= gt 1)
A= s @
Un = ®
A= (4)

The unit unavailability is commonly referred to as the ‘forced outage rate’, FOR.

FOR= forced cutage hours (5)

in zervice hours+forced outage hours

The step building of a generation model is to combine the capacity and availability of the
individual units to estimate available generation in the system. The result is a capacity model; in
which each generating unit is represented by its nominal capacity ci and its unavailability index
Uni (or forced outage rate).

For each of the (N) generators in the system, the available capacity ci, for i =1...N, is a
random variable that can take the value O with probability Uni and the value ci with
probability A =1-Un;

Note: (N) is the number of generators in the system.
The individual state probability is:

A ®l=ci
Pw={m  xi-0 6)

Where:
Px): probability of system for state x.
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Xxi: is the state of the i th generator.
The cumulative state probability (or the distribution function) is:

)] ®xi =0
Px=4 Un 0 =xi <Ci (7)
1 Xl = ci

The total generating capacity available (effective capacity) in the system is:
CA: Ef:‘j_ ! CI

As an example consider a system consisting of three 25 MW units, each one having forced
outage rates of 0.02. Table 1. Shows capacity outage table, Lewis 1996, Prada 1999, Singh
2008, Ehsani, et al. 2009.

Computer Matlab programming software is realized for computing the capacity outage
probabilities and the flow chart structure of it is shown in Fig. 1.

4. AL-QUDUS PLANT DESCRIPTION

Republic of Iraq / MOE/ Training and Development Office / Generation and Production of
Electrical Energy /planning section, 2011

The plant consists of the following equipment:

a. Six (6) GE rating of 125MW

b. Four (4) GE rating of 43MW

ie.

N=10 in Al-Qudus (present state).

The generators have the following nomenclature and rating:

Nomenclature Rating Voltage
a. Ul-4 Frame 9 154MVA 15kV
b. U5-8 LM6000 63MVA  11kV
c. U9-10 141MVA  15kV

Units' commission dates are provided below:

Unit Day Month Year
nname - - -
Ul 21 May 2002
U2 5 July 2002
U3 10 August 2004
U4 8 September 2004
U5 29 August 2004
U6 8 June 2005
U7 25 August 2005
U8 11 August 2005
U9 14 May 2009
u10 14 May 2009

33



Number 9 Volume 20 September - 2014 Journal of Engineering

Al-Qudus gas power station single line diagram with its planned expansion is shown in Fig. 2.
Based upon the life expectancy units 1-4 have approximately 8 more years of operation before
they need to be given a life extension inspection. Units 9 and 10 have approximately 11 more
years of operation prior to being given a life extension inspection.

5. CASE STUDY:
5.1 Present Case

Capacity outage probability table is an array of capacity levels and the associated probabilities
of existence. In practical system the probability of having a large quantity of capacity forced out
of service is usually quite small because this case requires several units to be out of service.

Risk level assessment of generating plants is of great importance especially for Al-Qudus plant
that is part of Baghdad region network which suffers lack in supplying the load demand.

In this work plant generators are divided into groups. Each group consists of “N” units which
are identical, i.e., have the same generation capacity, Un or FOR, and A.

For simplicity, it is assumed that each unit has only two states and can be either fully available
or fully unavailable with probabilities:

A= 1-FOR and Un = FOR,

The following values of the forced outages; including the forced outages due to the lack in fuel,
and availabilities that are calculated for the year 2011 are:

FOR for the units U1, U2, U3, U4, U9, U10=0.092

i.e. A=0.908.

FOR for the units U5, U6, U7, U8= 0.074

i.e. A=0.926

Al-Qudus capacity outage probability table can be formulated; after calculations; for the present
case as shown in Table 2.

Fig.3-1 represents the probability graph of available capacity meeting generation capacity, and
Fig.3-2 shows the cumulative probability graph.

5.2 Planned Case

The plan of MOE is to install four more frame engines at this site; i.e. N=14 in Al-Qudus (future
state); with capacity of 125MW for each as illustrated in Fig.1 with two rectangles; each
rectangle is surrounding two units.

This addition and the planned fuel availability will raise the availability; hence reducing
unavailability; of all the plant units and from the experience it is expected to be as follows:

FOR for the units

U1, U2, U3, U4, U9, U10, U11, U12, U13, U14=0.02

i.e. A=0.98.

FOR for the units

U5, U6, U7, U8=0.05

i.e. A=0.95

Al-Qudus planned capacity outage probability table can be formulated; after calculations; as
shown in Table 3 which is truncated by omitting states more than 34 state, since it is not in the
vision of risk level.

Fig.4-1 represents the probability graph of the planned available capacity meeting generation
capacity, and Fig.4-2 shows the planned cumulative probability graph.
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6. RISK CRITERIA RESULTS

Risk is defined as the probability of not meeting the load, thus it is given by the value of
cumulative probability corresponding to the outage state one increment below that which
satisfies the load.

As an example, consider the previous example mentioned and illustrated in Table 1, if the load
demand is 50 MW then:

Risk level= Cumulative Probability (when Capacity in is less than 50 MW)

i.e. Risk level=0.0012

The two probabilistic; i.e. present case and planned case; risk level are determined assuming
constant load demand and the future demand growth is neglected to clarify the plant
development.

The average load demand at Al-Qudus bus-bar for 2011 was 750 MW, MOE 2011, and then the
risk in each of the two systems; can be found from tables (2) & (3); are:

Risk in present case= 0.1091

Risk in planned case= 0.003095

7. CONCLUSION:

To reveal the improvement of Al-Qudus plant, the values of risk criteria must be compared; thus
as it is found that:

Risk criterion of the present system is: 0.1091

Risk criterion of the planned system is: 0.003095

It is apparent from the comparison between the two results that present risk is (35 times) greater
than that in the planned plant; which means that the four additional units is improving the
performance of Al-Qudus plant with a good factor.

This result also confirms that the variation in risk criteria depends upon: forced outage rate,
number of units, and definitely the load demand.

This study is useful to calculate planned risk criterion improvement which represents the
performance upgrading for any plant of all power systems.
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Table 1. Example for three-unit system capacity outage [J. F. Prada 1999].

Capacity | Capacity in Probability Cumulative probability

Units out out (CA) P[C = CA] P[C < CA]
None 0 MW 75MW | (0.98) %= 0.9412 1.000
3%(0.02)(0.98)? 1- 0.9412
lor2or3 25 MW 50 MW ~0.0576 ~0.0588
1,20r1,30r 3%(0.98)(0.02)? 0.0588- 0.0576
23 SOMW | 25MW - 0.0012 ~0.0012
1,2,3 75 MW 0MW | (0.02)°=0.00000 0.0000
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cumprob: cumulative probability
prob: probability P[c = capin]

Figure 1. Flow chart structure of the program that
computes the capacity outage probabilities.
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Table 2. Present case actual capacity outage of Al-Qudus plant.

State | Capacity | Capacity | Probability | Cumulative
out(MW) | in(MW) | (C=CA) probability

0 0 922 0.4121 1
1 43 879 0.1317 0.5879
2 86 836 0.0158 0.4562
3 125 797 0.2505 0.4404
4 129 793 0.0008412 0.1899
5 168 754 0.0801 0.1891
6 172 750 1.7e-5 0.10917
7 211 711 9.6e-3 0.1091
8 250 672 0.0634 0.0995
9 254 668 5.21e-4 0.0361
10 293 629 0.0202 0.0355
11 297 625 1.02e-5 0.0153
12 336 586 0.0024 0.0153
13 375 547 0.00697 0.0129
14 379 543 1.29e-4 0.00503
15 418 504 0.00217 0.0058608
16 422 500 2.6e-6 0.0036908
17 461 461 2.63e-4 0.0036882
18 500 422 3.91e-4 0.0034282
19 504 418 1.4e-5 0.0030372
20 543 379 1.25e-4 0.0030232
21 547 375 3e-7 0.0028982
22 586 336 1.5e-5 0.0028979
23 625 297 2.64e-5 0.0028829
24 629 293 7.98e-7 0.0028565
25 668 254 5.389%-8 0.002856
26 672 250 1.59e-8 0.002856
27 711 211 1.012e-6 0.002856
28 750 172 4.176e-8 0.002856
29 754 168 5.8e-8 0.002856
30 793 129 7.91e-10 0.002856
31 797 125 1.1e-9 0.002856
32 836 86 1.71e-8 0.002856
33 879 43 8.525e-11 0.002856
34 922 0 1.81e-11 0.002856
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Table 3. Planned capacity outage of Al-Qudus plant.

State | Capacity | Capacity | Probability | Cumulative
out(MW) | in(MW) | (C=CA) probability

0 0 1422 0.6655 1

1 43 1379 0.1401 0.3345
2 86 1336 8.154e-3 0.1944
3 125 1297 0.1358 0.1863
4 129 1293 3.8811e-4 0.0505
5 168 1254 0.0285 0.0501
6 172 1250 5.1067e-6 0.0216
7 211 1211 2.257e-3 0.0216
8 250 1172 0.01247 0.0193
9 254 1168 7.92e-5 0.006879
10 293 1129 2.626e-3 0.006793
11 297 1125 1.0422¢-6 0.004167
12 336 1086 2.297e-4 0.004167
13 375 1047 6.788e-4 0.003938
14 379 1043 7.274e-6 0.003259
15 418 1004 1.429e-4 0.003252
16 422 1000 9.571e-8 0.003109
17 461 961 1.88e-6 0.003109
18 500 922 9.697e-6 0.003107
19 504 918 3.9587e-7 0.003097
20 543 879 2.042¢-6 0.003097
21 547 875 5.209e-9 0.003095
22 586 836 1.61e-7 0.003095
23 625 797 1.319e-7 0.003095
24 629 793 5.655e-9 0.003095
25 668 754 2.78e-8 0.003095
26 672 750 7.44e-11 0.003095
27 711 711 1.462e-9 0.003095
28 750 672 1.68e-9 0.003095
29 754 668 7.69e-11 0.003095
30 793 629 3.54e-10 0.003095
31 797 625 1.012e-12 0.003095
32 836 586 2.797e-11 0.003095
33 879 543 9.814e-13 0.003095
34 922 500 1.29e-14 0.003095
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ABSTRACT

A novel design and implementation of a cognitive methodology for the on-line auto-tuning
robust PID controller in a real heating system is presented in this paper. The aim of the proposed
work is to construct a cognitive control methodology that gives optimal control signal to the heating
system, which achieve the following objectives: fast and precise search efficiency in finding the on-
line optimal PID controller parameters in order to find the optimal output temperature response for
the heating system. The cognitive methodology (CM) consists of three engines: breeding engine
based Routh-Hurwitz criterion stability, search engine based particle swarm optimization (PSO) and
aggregation knowledge engine based cultural algorithm (CA). Matlab simulation package is used to
carry out the proposed methodology that finds and tunes the optimal values of the robust PID
parameters on-line. In real-time, the LabVIEW package is guided to design the on-line robust PID
controller for the heating system. Numerical simulations and experimental results are compared with
each other and showed the effectiveness of the proposed control methodology in terms of fast and
smooth dynamic response for the heating system, especially when the control methodology
considers the external disturbance attenuation problem.

Key words: robust pid controller, cognitive, cultural algorithm, particle swarm optimization,
heating system, matlab, labview.
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1. INTRODUCTION

Over the past decade, more than 90% of industrial controllers are still implemented based on PID
control algorithms as no other controller matches the simplicity, effectiveness, robustness, clear
functionality and ease of implementation, Zhao, et al., 2011. Several approaches have been used for
tuning the parameters of PID controllers such as Ziegler-Nichols method, Duarte, and Jose, 2006.

In last years, time domain performance, frequency domain performance and robust performance
criterion have been used in designing PID controllers where the output of PID controllers
(proportional - integral - derivative) are a linear combination of its input i.e. the proportion of the
input, the integral of input and the derivative of the input, Hagglund, and Astrom, 1996.

However, PID controller is sensitive to plant parameter variations and the controller gains must be
carefully selected for a desired response, thus the motivation for this work is the robustness which is
an important criterion in controller design because most of the real systems are vulnerable to
external disturbance, measurement noise and model uncertainty. While many industrial plants are
often burdened with problems such as high order, time delays, and nonlinearities; therefore, it has
been quite difficult to tune properly the gains of PID controllers. So there are many algorithms to
tune the parameters of the PID controller in order to avoid these problems in the prosperities of
systems: The comparison of various intelligent techniques used for temperature control of water
bath system that consists of different control schemes namely PID, PID using Genetic Algorithms
(GA-PID), Fuzzy Logic Control, Neural Network, Adaptive Neuro-Fuzzy Inference System
(ANFIS), and GA-ANFIS have been proposed in Saini, and Rani, 2012.

In addition to that, design and implementation of a temperature control system of the thermal
analyzer by combining fuzzy and PID control methods and accomplishing a comparative experiment
of conventional PID with fuzzy self-tuning PID control method was explained in Dong, et al., 2009.
In Wei, 2010, was explained the algorithm that it improves the performance of the temperature
control system based on fuzzy self-tuning PID. Also it investigated the applicability of Model
Predictive Control (MPC) strategies to heating processes as proposed in, Sbarciog, et al., 2008, and
used the nonlinear extended prediction self-adaptive control algorithm for the heated tank
temperature.

The fundamental essence of the contribution of this work is to overcome the building of robust
controller that has high order than that of the system where the controller is not easy to implement
for this system in practical engineering application. This difficulty can be solved by the proposed
algorithm that built a robust PID controller through applying the cognitive control methodology
based CA and PSO technique, the proposed algorithm works as on-line auto-tuning for the PID
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controller parameters on the real-time without time consuming as well as no requiring for tedious
efforts.

In this paper, experimental investigation is carried out for the appropriate on-line auto-tuning
parameters of the robust PID controller that controls the temperature of heating system using
cognitive methodology to obtain the best temperature response achieved in real-time based on
LabVIEW package.

The remainder of this paper is organized as follows: section two, describes the mathematic model of
the heating system. In section three, the proposed cognitive control methodology for robust PID
controller is explained. The Matlab simulation results of the proposed control algorithm are
presented in section four. Hardware design and real-time results based on LabVIEW package are
presented in section five and finally the conclusions are drawn in section six.

2. HEATING SYSTEM MODEL

The heating system model can be derived using the linear heat balance dynamic equation as follows,
Ogata, 2003:
Heat input — Heat output = Heat accumulation

Qi (1) ~ Qes (1) = Qe (1) 1)

Unsteady equation is:

Q) ~PAT(O-T,, @) = Mp T o

Steady equation at t=0 is
Q(0)-hA(T(0)-T,,(0) =0 3)

The difference between the Egs. (2 and 3) becomes Eqg. (4).

Q(t)— hAT (t) = Mcp% @)

By taking Laplace Transformation for Eq. (4) in order to find the T.F. for the heating system as
follows:

Q,(s) —hAT (s) = McpST (s) (5)
T(s)  1/hA (6)
Q(s) Mcp/hAS +1

T(S) _ K (7)
Q(s) ’+1
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where k =1/ha and = Mcp/hA.

The real parameters implemented in the design of heating system are shown in Table.1.
After applying the real parameters of the heating system as in Table 1. in the T.F. Eq. (7), the model
equation for the heating system will be as Eq. (8):

T(s) _ 121 (8)
Q) 1025 +1

3. ROBUT PID CONTROLLER DESIGN

PID control is widely applied in industrial practice because of its simple structure that consists of
three terms: proportional, integral and derivative where the standard form of a PID controller is
given in the s-domain as Eq. (9), Zhong, 2006.

Gc(s)=P+|+D=Kp+ﬁ+de ©)
S

where K,, K;i and Ky are called the proportional gain, the integral gain and the derivative gain
respectively.

The PID controller is very important because it is necessary to stabilize the tracking error of the
heating system temperature when the output temperature drifts from the desired temperature.

After understanding the profound theoretical fundamental for the PID parameters tuning algorithms
and employing these algorithms in designing a robust PID controller especially for system model
which has uncertain parameters such as T, which causes the heat loss disturbances that effect on the
temperature output of the real system

A novel cognitive control methodology is proposed to find and tune on-line the PID control
parameters in order to get a good evaluation of the performance rejection of the heat loss
disturbance and uncertain parameter for the real system then to obtain the optimal and robust PID
control action.

Thus, the proposed cognitive control methodology has the characteristics of high control ability,
strong adaptability, good dynamic characteristic and robustness.

The proposed structure of the on-line auto-tuning robust PID controller of the heating system can be
given in the form of block diagram, as shown in Fig. 1.

3.1 Cognitive Control Methodology

Cognitive control methodologies have been proven to be a source of inspiration and guidance to
overcome current limitations in the controller for complex and adaptive systems by aggregation
knowledge and to structure this knowledge autonomously, Al-Araji, 2012.

The proposed cognitive control methodology consists of three engines: Aggregation Knowledge
Engine, Search Engine and Breeding Engine.

The aggregation knowledge engine based on cultural algorithm (CA) has been developed by
modeling how human culture work. Culture is viewed as a vehicle for storing relevant information
gathered since the start of the culture, and is available to all the subsequent generations of the
society, Brownlee, 2011, and Yan, and Wu, 2011. This information can be useful for the

46



Number 9 Volume 20 September - 2014 Journal of Engineering

generations to guide their problem solving activities, at the same time being dynamically modified
by new information gathered by each new generation. The CA is modeled using two separate
information spaces:

e Population Space.

e Belief Space.
The population space contains the set of possible solutions to the problem available in the present
generation and evaluates with a performance function. The belief space models represent the actual
cultural aspects. It stores information related to the problem solution that it has been found till the
present generation and in turn influences to the evolution of the population space in subsequent
generations thus the belief space is composed of a few knowledge sources, normative knowledge
and situational knowledge. Communication between the two spaces is handled by a protocol
consisting of two functions:

e An acceptance function, which selects the set of individuals that will influence the belief

space.

¢ An influence function, which influences the creation of the next generation.
In addition the belief space requires an update function which is basically responsible for updating
the belief space when it is required. The structure diagram of the communication protocol in the
cultural algorithm is shown in Fig. 2.
The search engine will be used as a pre-search engine to feed the population space in the
aggregation knowledge engine with a selected number of the best solution in order to speed up the
process of finding and tuning the optimal PID control parameters and reducing the over all number
of function evaluation.
In the proposed work, the search engine is based on particle swarm optimization (PSO) as fast and
simple technique algorithm. PSO algorithms use a population of individuals (called particles) “flies”
over the solution space in searching for the optimal solution, Fang, et al., 2011, and Chiou, et al.,
2012. The particles were mainly utilized to determine three PID controller parameters kp, ki and kd
as a particle K by k =[kp ki kdjwith its dimension being POP, . x3-

where popyre is the number of pre-search particles.

The search engine will be fed continuously at each time instant by the breeding engine which is used
to generate continuous random solutions with two conditions.

The first condition is that all random solutions should be lie within the practical experience values,
as follows:

kpmin < kp < kpmax

ki <ki<ki_ (10)
kd,,, <kd<kd,,

The second condition is that all random solutions should be submitted to Routh-Hurwitz criterion to
check the closed-loop system stability. Mean Square Error (MSE) function for heating system is
chosen as criterion for estimating the model performance to be minimized, as Eq. (11):

(11)

MSE = L S¥ T 70y
pop & desired output
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where
pop is number of particles.
T 1S the desired temperature at k iteration.

desired

T is the output temperature at k iteration.

In pre-search, each particle has its own position [kp, ki and kd] and velocity [ Akp,Akiand Akd] to
move around the search space.

The previous best value of the particle is called as pbest. Thus, pbest is related only to a particular
particle. It also has another value called gbest, which is the best value of all the particles pbest in the
swarm.

Particles are updated afterwards according to Egs. (12, 13, 14, 15, 16 and 17):

AKpE™ = AKp¥ +c,r (pbestt — Kp¥ ) +c,r, (gbest* — Kpk) (12)
Kpr,* = Kpy, + AKpy,™ (13)
AKi¥™ = AKX +c,r, (pbest! — Ki¥ ) +c,r, (ghest* — Ki¥) (14)
Kk = Kif + AKi“ (15)
AKd ™ = AKdX + .1, (pbestt — Kd*) +c,r, (gbest* — Kd¥) (16)
KdS™ = Kd¥ + AKdK™ 17)

m :Lzysx ----- poppre

KX is the weight of particle m at k iteration.

¢y and c; are the acceleration constants with positive values equal to 2.
r; and r, are random numbers between 0 and 1.
pbest_is best previous weight of m™ particle.

ghest IS best particle among all the particle in the population.

It is proposed that 25% from the pbest particles of the pre-search engine individuals will be travelled
to the aggregation knowledge engine in order to have a cognitive particles re-generation. The
cognitive particles are evaluated by using a performance function to see how close they are to the
optimal solution. In order to find the optimal set of the PID controller parameters, it needs to update
the cognitive particle K = [kpc, Kic, kdc] by using the two levels of CA communication through the
acceptance function and the influence function. The acceptance function determines which cognitive
particles from the current population are selected to impact the belief space. In this work, it is
proposed that the acceptance function selects 20% from the cognitive particles depending on a good
step response with minimum settling time (t;), rise time (t;) and MSE as a performance index in time
domain.
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Belief space is composed of normative knowledge and situational knowledge components. The
normative knowledge component is composed of the upper and lower bounds of (t;, t- and MSE) of
the variables cognitive particles accepted. The situational knowledge is a set of the elite kp, ki and
kd..

Akp,, Aki.and Akd, in the cognitive PSO algorithm are influenced by belief space. The direction of
changing (‘velocity’) is determined by the difference between situational knowledge (kpc)s, (Kic)s
and (kdc)s in belief space and the checked values of the resolution parameters, as Eq. (18).

AKp, .. < AKp, < AKp,,..
AKi, ;. < AKi; < AKi, ..
Akd, ;. < Akd, < Akd, .

(18)

If Akp,,Aki,and Akd, are too high, cognitive particles might fly past good solutions. If Akp, , Aki and
Akd.are too low, cognitive particles may not explore sufficiently beyond local solution. The
influence function will lead the evolutionary process for the next generation through the normative
knowledge vector that consists of:

®  Akp,,Aki,and Akd..

e Cognitive acceleration values C¢1,Cco.

e Random number function ry,re; between 0 to 1.

e Inertia weight factor for the velocity a.
In order to update the cognitive particles velocity, Eqgs. (19, 20, and 21) are used in the next
iteration.

AKp,<™ =0, (AKp, )+, 1., (pbest,© ~Kp, ) +c,,r., (ghestt —Kp ) (19)
AKi ™ =, (AKi ) +c, 1., (pbest, —Ki, ) +c,,r_, (gbest —Ki,*) (20)
AKd <™ = Q) (AKd, ) +c,,r, (pest,” —Kd, ) +c,,., (gbest —Kd, ) (21)

The Egs. (22, 23 and 24) for updating and next generation of cognitive particles, as follows:

Kpg™ = Kpg; +AKpg™ (22)
Kik™ = Kif + AKil ™ (23)
Kdi™ = Kdk + AKd ™ (24)
n=123,.....pop,

where

pop. is number of cognitive search of cognitive particles.
ch is the weight of cognitive particle n at k. iteration.
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pbest_ IS best previous weight of n™ cognitive particle.
gbest, is best cognitive particle among all the cognitive particles in the population space.

After updating and generating new cognitive particles of the PID parameters in the population space
for the next iteration by using Egs. (19, 20, 21, 22, 23 and 24), two conditions should be applied; the
first condition is checking of the range acceptance of robust PID controller parameters as Eq. (10)
for achieving the stability and second condition is applying Eq. (11) in order to estimate the value of
the cost function for each particle, if one or two conditions are not true, this mean Akp,, Aki, Or Akd,

violated the normative knowledge and it is forced back into the cognitive search space dictated by
the normative knowledge. Else, at the end of each best cognitive particle generation, the normative
knowledge is updated with the bounds of the accepted particles and the situational knowledge
component is updated if necessary. Then continue the proposed algorithm until finding the optimal
values of the robust PID controller parameters.

4. SIMULATION RESULTS

This section discusses the mapping between the real heating system and the numerical simulation by
using Matlab package. The signal of the proposed robust PID controller will feed the heater unit of
the heating system and this signal has to be within range (0 to 1500)watt because of the specification
of real heater actuator ,therefore; will need a linear relationship with saturation transfer function (0-
1500) in order to satisfy gain mapping and to limit the heater actuator output for the real heating
system modeling.

To show the dynamic behavior of the heating system, the open loop step response of the temperature
for the heating system is shown in Fig. 3, when applying a 21.49watt as input step change in the
heater actuator of system in order to increase the heating system temperature by 1C° with reference
to its temperature at the initial condition which is equal to 25C° The settling time for the
temperature response of the heating system is equal to 39.83 minute and rise time is equal to 22.33
minute and the time constant is equal to 10.2 hour. The sampling interval for the heating system is
chosen to be 1 minute using Shannon theorem.

The proposed robust PID controller scheme, as in Fig. 1, is applied to the heating system model and
it used cognitive methodology for auto-tuning the parameters of the PID controller on-line to find
the best temperature response for the heating system.

The proposed cognitive methodology is set to the following parameters:

Population of pre-search is equal to 100.

Population of cognitive search is equal to 25.

Population of belief space is equal to 5.

Situational knowledge is equal to 5x3.

Normative knowledge is equal to 1xs.

Number of weights in each particle is equal to 3 because there are three parameters for PID
controller.

Number of pre-search iteration (k) is equal to 10.

Number of cognitive iteration (k) is equal to 20.

Figs. 4a, 4b and 4c represent the simulation results of the closed loop time response of the
temperature control system with on-line auto-tuning robust PID controller based on cognitive
methodology with initial temperature 25C° and with proposed external disturbance function as Eq.
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(25) which has been added in order to investigate the robustness and adaptation of the PID controller
and to evaluate the performance rejection of the heal loss and model uncertainties.

d(t) =10sin(10kt) (25)

Fig. 4a shows the response of the output temperature of the heating system to a step change, it had
no over shoot and the steady-state error was approached to zero value in each step when the desired
steps change in temperature were (50, 60 and 70) C° and the external disturbance effect was very
small during sixty samples.

The robust PID control action response is shown in Fig. 4b that it had few spikes in response to the
desired step change in temperature with very small oscillation in order to keep the temperature
output of the heating system within desired range and minimize tracking temperature error of the
system and reduce the disturbance effect on the heating system.

Fig. 4c shows the error between the desired temperature and the temperature output of the heating
system. The error was small value in the transient at each step change and became much close to
zero in steady state with very small oscillation. The optimal parameters kp., kic and kd. at each
sample for the robust PID controller that have been tuned on-line based on cognitive methodology
are shown in Figs. 5a, 5b and 5c respectively.

Fig. 6 shows the optimal “velocity” Akp,, Aki,and Akd, at each sample that have been calculated in

the belief space in order to influence the particles kpe, ki and kd. of the next generation.

5. HARDWARE DESIGN AND REAL-TIME RESULTS

In this section, the experimental setup for the real-time heating system temperature control is

shown in Fig. 7.

The setup of heating system consists of:

The water tank that has volume (30, 25, 30) cm.

AC heater actuator that has heat energy range (0-1500) watt.

Temperature sensor LM134 with operation range (0 to 100) C°.

Data acquisition device from National Instrument NI Company type 6009USB with guided
LabVIEW package.

Digital phase controller based AT89C51 micro-controller to control power magnitude.
AC drive circuit based Triac device.

Electronic circuit board for signal conditioning based operational amplifier TL064.
DC power supply that provides power to the circuitry.

e Laptop computer type Pentium dual-core 1.73GHz is used for the real time computation.

In the real-time computer control system based on LabVIEW package, the cognitive
methodology has been applied to find optimal parameters for robust PID controller that controlled
the temperature of the heating system in the real-time with sampling time equal to 1 minute. The
front panel diagram of the control algorithm has been written in the LabVIEW, as shown in Fig. 8.
Fig. 9 shows the electronic circuit diagram design for the temperature control system and it consists
of multi-stage as follows: the first stage is signal conditioning circuit which includes a voltage
follower with unity gain to avoid the attenuation in the feedback signal of the temperature sensor
LM134 and the first order low pass filter stage that has a cutoff frequency of 10Hz which will
remove possible noise components that occur in the sensor outputs especially within main supply
frequency at 50Hz. This filter is built using TLO64 quad operational amplifier, Faulkenberry, 1986.
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The output of this amplifier is fed to the gain amplifier stage that amplified the sensor signal by five
times in order to make the sensitivity of this sensor equal to somv/ceinstead of 1omv/ccthat make the
full range of operation (0 to 5) volt then its fed to the analog to digital converter ADC 14 bit high
speed low power successive approximation converter of the NI-DAQmMx-USB 6009 device with
range of input voltage (0 to 5) volt as a second stage.
Inside the personal computer, LabVIEW software instructions compares the sensed temperature
signal received via this interface with the set-point desired temperature. The resulting error is given
as an input to the robust PID controller and found the optimal parameters of the PID controller by
using cognitive control methodology that has been built in the LabVIEW package.
The optimal digital control action generated from the robust PID controller will be sent to the digital
phase controller which operates as a phase and magnitude detector for the Alternative Current (AC)
by using micro-controller AT89C51, as third stage.
The digital data of control action is sent to the NI-DAQmx-USB 6009 device though the USB
connector then the digital data will be sent as eight bits within range (00 - FF)hex to the port two
(P2.x) of digital phase controller in order to analyze this data by using the assembly program of
ATB89C51, Scott Mackenzie, 1999, which convert the digital data action (00 - FF)hex to generate
the firing angle pulse on the gate of the Traic device BT136 through isolator pulse transformer to
control the AC power of the heater actuator (0 — 1500) watt. Assume the AC frequency is equal to
50Hz, the firing angle pulse has range from (0 — 20) msec.
The isolator circuit interface has been used between the DAQ (Data Acquisition) card and the heater
actuator to prevent the possibility of any back-flow of AC current to the DAQ card from Triac
device controller of heater actuator.
The phase detector control action program has been written in assembly language of AT89C51
microcontroller, as shown below:
ORG 000h

SIMP START
ORG 003H

MOV IE #00H

MOV RO,P2

CLR TFO

CLR TRO
Count: MOV TLO,#0DCH

MOV THO,#0FFH

SETB TRO
Cheakl: JNB TFO0,Cheakl

CLR TRO

CLR TFO

DJNZ RO,Count

SETB P1.0

MOV TLO,#18H

MOV THO,#0FCH

SETB TRO
Cheak2: JNB TF0,Cheak2

CLR TRO

CLR TFO

CLR P1.0

MOV IE #81H

RETI
START: CLRP1.0
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CLR TFO
CLR TRO
MOV TMOD,#01H
MOV IE #81H
MOV IP#01H
SETB ITO
Cheak3: SJMP Cheak3
END

The temperature response for the heating system in real-time was estimated within one hour, as
shown in Fig.10a. It can be seen that response has three steps change in the desired temperature (50,
60 and 70) C° and at steady state, the response has small fluctuation due to convection current of
heat transfer in water of the heating tank.

The tracking error between the desired temperature and the actual temperature output of the heating
system is shown in Fig. 10b. The firing angle signal of the AC heater driver circuit is shown in Fig.
10c.

The response of the feedback robust PID control action is shown in Fig. 10d. It has spike during the
step change in the desired temperature as well as a small oscillation can also be observed. This
action of the controller has kept the temperature of the heating system within the desired value with
minimum tracking temperature error and it has attempted to reduce the disturbance effect on the
heating system.

In fact, there are small differences in results between the numerical simulation and real-time control
system because in the real-time state there were accumulation errors such as undesirable
characteristics of temperature sensor "non-linearity, drift, and offset”, offset in the operational
amplifier output, and the quantization error of the analog to digital converter; therefore, the results in
the real-time had small fluctuation in the actual temperature output of the heating system.

6. CONCLUSIONS

A robust cognitive PID temperature control methodology for the heating system model has been
designed and tested using Matlab package and carried out in real-time using LabVIEW package on
the real heating system model.

Simulation and real-time computer control results show evidently that the proposed robust PID
controller model has demonstrated effectively the capability of tracking desired temperature as well
as evaluating the performance rejection of the heat loss disturbance and uncertain parameter of the
real system, especially with regards to the external disturbance effect.
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Table 1. Heating system real parameters.

Real parameter Values
A: surface area of the tank 0.075 m?
h: over heat transfer coefficient 11 watt/m’C®
M: mass of water in tank 7.5 kg
cp: specific heat of water 4.2 KJ /kgC®
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ABSTRACT

The permeable reactive barrier (PRB) is one of the promising innovative in situ groundwater
remediation technologies, in removing of copper from a contaminated shallow aquifer. The 1:1-
mixture of waste foundry sand (WFS) and Kerbala’s sand (KS) was used for PRB. The WFS was
represented the reactivity material while KS used to increase the permeability of PRB only.
However, Fourier-transform infrared (FTIR) analysis proved that the carboxylic and alkyl
halides groups are responsible for the sorption of copper onto WFS. Batch tests have been
performed to characterize the equilibrium sorption properties of the (WFS+KS) mix in copper-
containing aqueous solutions. The sorption data for Cu*? ions, obtained by batch experiments,
have been subjected to the Langmuir and Freundlich isotherm models. The Langmuir model was
chosen to describe the sorption of solute on the solid phase of PRB. COMSOL Multiphysics 3.5a
based on finite element method was used for formulation the transport of copper ions in two-
dimension physical model under equilibrium condition. Numerical and experimental results
proved that the PRB plays a potential role in the restriction of the contaminant plume migration.
A good agreement between the predicted and experimental results was recognized with mean
error (ME) not exceeded 10 %.

Keywords: groundwater, permeable reactive barrier, waste foundry sand, heavy metal, polution.
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1. INTRODUCTION

Groundwater is water found beneath the surface of the ground. It is primarily water that has
seeped down from the surface by migrating through the soil matrix and spaces in geologic
formations. Groundwater in aquifers is important for irrigation, domestic and industrial uses .
Groundwater contamination can occur either from improper disposal, accidental release ....etc.
or from naturally occurring mineral and metallic deposits in rock and soil. A groundwater
pollutant is any substance that, when it reaches an aquifer, makes the water unclean or otherwise
unsuitable for a particular purpose, Mason, 2003.

Heavy metals are among the most dangerous inorganic water pollutants, they can be related to
many anthropogenic sources and their compounds are extremely toxic. These metals can be
accumulated in the aquatic food web reaching human beings through the food chain, and
causing several pathologies. The presence of heavy metals in groundwater is due to water
exchange with contaminated rivers and lakes or to leaching from contaminated soils by rainfall
infiltration , Di Natale et al. ,2008.

The treatment of contaminated groundwater is among the most difficult and expensive
environmental problems and often the primary factor limiting closure of contaminated sites. The
most common technology used historically for remediation of groundwater has been ex-situ
pump-and-treat systems. These systems are still suited for certain site-specific remediation
scenarios; however, the limitations of pump-and-treat technologies have also been recognized.
Accordingly, there was a necessity to develop other new innovative methods to remediate
groundwater contaminated with heavy metals. Over the past decade, permeable reactive barriers
(PRBs) have provided an increasingly important role in the passive interception and in-situ
treatment of groundwater as a component of remedial action programs. PRBs have been used to
remove a wide range of organic and inorganic contaminants from groundwater including
petroleum hydrocarbons, chlorinated solvents, nutrients, metals and radionuclides , Mountjoy et
al., 2003.

Bazdanis et al., 2011, studied the efficiency of PRBs containing organic material and limited
guantities of ZVI, fly ash or red mud to remove heavy metals from leachates. Up-flow
laboratory column experiments were carried out to study the efficiency in terms of Cu, Zn, Ni
and Mn removal. The columns were filled with each reactive mixture and packed slightly to
simulate field conditions; synthetic solutions with initial concentration of 50 mg/l of each metal
were used. The experimental results showed in most cases adequate metal removal efficiency.

Chalermyanont et al., 2013, described performance of the PRBs on treating heavy-metal
contaminated groundwater. ZVI and activated sludge were used as reactive media. Simulation
results showed that funnel and gate PRBs have similar performance with the continuous PRBs
on treating zinc contaminated groundwater but having less operation time. In additions, both
ZV1 and activated sludge can be used as reactive material with similar performance. The
concentrations of zinc of treated groundwater are less than 5 mg/I.

However, the foundry industry releases large quantities of by-product WFS, which represent
both a waste and a pollutant. For example, Nasr Company for Mechanical Industries, Special
Steel Foundry / Irag produced 10 tons of WFS per 8 hours when worked with full capacity.
Thus, re-using of this waste as a reactive medium is attractive in terms of sustainable
development ,Lee et al., 2004, Siddique et al., 2010 and Oliveira et al., 2011. Thus, the
significance of the present study are: (1) investigation the potential application of WFS as an
inexpensive material in PRBs for the removal of copper (Cu?) from the contaminated
groundwater; (2) determining the predominant faunctional groups which are responsible of Cu®*
removal in the WFS using Fourier transfer infrared spectroscopy (FTIR) analysis; and (3)
characterization the 2D equilibrium transport of Cu®" theoretically, using COMSOL
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Multiphysics 3.5a (2008) software which is based on finite element method, and experimentally
through simulated subsurface aquifer and WFS barrier under saturated condition for the
equilibrium case.

2. MATERIALS AND METHODS
2.1 Materials

The WFS Table 1 used in the present study had a particle size distribution ranged from 75 um
to 1 mm with an effective grain size, dip, of 180 um, a median grain size, dsp, of 320 um and a
uniformity coefficient, C,, of 1.94. As the hydraulic conductivity of this sand was very low
(=1x10° cm/s), it is mixed with Kerbala’s sand (KS). The 1:1-mixture of (WFS+KS) was used
with achieved conductivity equal to 2x10° cm/s. Also, the bulk density and porosity of this
tested reactive mixture are 1.48 g/cm® and 0.42 respectively.

The sandy soil, with composition and properties shown in Table 2, was used as aquifer in the
conducted experiments. This soil had a particle size distribution ranged from 75 ym to 2 mm
with an effective grain size, do, of 280 um, a median grain size, dso, of 240 um and a uniformity
coefficient, C,= dgo/d10, OF 1.54.

Copper was selected as a representative of heavy metal contaminants. To simulate the water's
copper contamination, a solution of CuSO4.5H,0 (manufactured by Germany) was prepared and
added to the specimen to obtain representative concentration.

2.2 Experimental Methodology
2.2.1 Batch experiments

Batch equilibrium tests are carried out to specify the best conditions of contact time, initial
pH, initial concentration, (WFS+KS) dosage and agitation speed. Series of 250 ml flasks are
employed and each flask is filled with 100 ml of copper solution which has initial concentration
of 50 mg/l. One gram of (WFS+KS) was added into different flasks and these flasks were kept
stirred in the high-speed orbital shaker at 250 rpm for 4 hours. A fixed volume (20 ml) of the
solution was withdrawn from each flask. This withdrawn solution was filtered to separate the
sorbent and a fixed volume (10 ml) of the clear solution was pipetted out for the concentration
determination of the copper ion still present in solution. The measurements were carried out
using atomic absorption spectrophotometer (AAS) (Norwalk, Connecticut (USA)) at the Center
for Market Research and Consumer Protection. These measurements were repeated for two
times and average value has been taken. However, the adsorbed concentration of metal ion on
the (WFS+KS) was obtained by a mass balance.

The effect of various parameters such as initial pH (2, 4, 6.5, and 8), initial Cu** concentration
(50, 100, 150, 200 and 250 mg/l), (WFS+KS) dosage (0.25, 0.5, 1, 3 and 5 g) and agitation
speed (0, 50, 100, 150, 200 and 250 rpm) were studied in term of their effect on removal
efficiency. The amount of metal ion retained on the (WFS+KYS), ge in (mg/g), was calculated as
follows , Wang et al. 2009:

ge = (Co— Co)— (1)

where C, is the initial concentration of copper in the solution (mg/l), C. is the equilibrium
concentration of copper remaining in the solution after the end of the experiment (mg/l), V is the
volume of solution in the flask (I), and m is the mass of (WFS+KS) in the flask (g).

Langmuir Eq. (2) and Freundlich Eq. (3) models are used for the description of sorption data
as follows , Watts, 1998:
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__ abCe
qe = 1+bC, )

where a is empirical constant and b is the saturation coefficient (I/mg).

=K Cl/" 3
qe F%e ( )
where K is the Freundlich sorption coefficient and n is an empirical coefficient.

2.2.2 Continuous experiments

The simulated Cu* transport was performed in a two-dimensional tank schematically shown
in Fig. 1. This bench-scale model aquifer is contained within a rectangular 6 mm thick acrylic
glass tank (100 cm L x 40 cm W x 10 cm D), including two vertical perforated acrylic glass
plates as partitions covered with filter paper. These partitions are provided the lateral boundaries
of the sand-filled middle compartment which has dimensions of 80x40x10 cm. The purpose of
the two outer compartments, i.e. influent and effluent chambers, was controlling the position of
the watertable within the model aquifer deposited in the middle compartment and, in addition,
controlling the wetting of this aquifer mass. Each outer compartment has dimensions of 10 cm
long, 40 cm width, and 10 cm high. The flow through the model aquifer was accomplished by
peristaltic pump discharging copper solution from a storage tank of 10 I volume. One value of
flow rate (120 ml/min) was selected here with corresponding interstitial velocity equal to (0.6
cm/min). Sampling plate Fig. 2 was placed on the top of the glass tank to support the sampling
ports. This plate contains 3 columns and 2 rows of sampling ports. Aqueous samples from the
model aquifer were collected using stainless needles at specified periods.

The tank was packed with sandy soil as aquifer and (WFS+KS) as barrier in the configuration
and alignment (10 cm thickness) illustrated in Fig. 1. Monitoring of Cu®* concentration along
the length of the tank in the effluent from sampling ports was conducted for a period of 3 days.
Water samples of 2 ml volume were taken regularly (after 12, 24, 36.... 72 hours) from these
ports. For sampling the ports, six needles were connected to its location in each test. The
samples were immediately introduced in test tubes and analyzed by AAS. The filling material in
the middle compartment was assumed to be homogeneous and incompressible, and constant
over time for water-filled porosity. All tubing and fitting for the influent and effluent lines
should be composed of an inert material.

A tracer experiment in the tank described above was performed to determine the effective
dispersion coefficient for the sandy soil and (WFS+KS) using the same procedure adopted by
Ujfaludi, 1986.

A solution of 1 g/l NaCl in distilled water as a tracer was continuously fed into the tank. This
tracer has been widely used due to its safety, cheapness, weak propensity to adsorption, not
being affected by the liquids density and viscosity, and the easy detection of the concentration
changes.

3. RESULTS AND DISCUSSION
3.1 Fourier-Transform Infrared (FTIR) Analysis

This analysis has been considered as a kind of direct means for investigating the sorption
mechanisms by identifying the functional groups responsible for metal binding , Chen et al.,
2008. Infrared spectra of WFS samples before and after sorption of Cu*? were examined using
(SHIMADZU FTIR, 800 series spectrophotometer). These spectra were measured within the
range 4000-400 cm™ as shown in Fig. 3. The sorption peaks in the region of 400-750 cm™ can
be assigned to —C—R stretching vibrations of alkyl halides group. The carboxylic stretching
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vibrations can be attributed to sorption peak at 1037.70. The shifts in the IR frequencies support
that carboxylic and alkyl halides groups are responsible for the sorption of copper onto WFS,
Doke et al., 2012.

3.2 Effect of Shaking Time and Initial pH of Solution

Fig. 4 shows the effect of contact time and initial pH of solution on Cu*? sorption using 1 g of
(WFS+KS) added to 100 ml of metal solution for batch tests at 25°C. This figure shows that the
sorption rate was very fast initially and it's increased with increasing of contact time until
reached the equilibrium time (= 1 h). This may be due to the presence of large number of
adsorbent sites available for the sorption of metal ions. As the remaining vacant surfaces
decreasing, the sorption rate slowed down due to formation of replusive forces between the
metals on the solid surfaces and in the liquid phase , EI-Sayed et al., 2010. Also, the increase in
the Cu*? removal as the pH increases can be explained on the basis of a decrease in competition
between proton and metal species for the surface sites which results in a lower columbic
repulsion of the sorbing metal. However, further increase in pH values would cause a decreasing
in removal efficiency. This may be attributed to the formation of negative copper hydroxides
which are precipitated from the solution making true sorption studies impossible. It is clear from
this figure that the maximum removal efficiency of copper was achieved at initial pH of 6.5.

3.3 Effect of (WFS+KS) Dose

Fig. 5 illustrates the Cu* removal efficiency as a function of different weights of (WFS+KS)
ranged from 0.25 to 5 g added to 100 ml of metal solution. It can be observed that the removal
efficiency improved with increasing (WFS+KS) dosage from 0.25 g to 1 g for a fixed initial
metal concentration. This was expected due to the fact that the higher dose of adsorbents in the
solution, the greater availability of sorption sites.

3.4 Effect of Agitation Speed

Fig. 6 shows that about 20% of the copper was removed before shaking (agitation speed=
zero) and the uptake increases with the increase of shaking rate. There was gradual increase in
metal ions uptake when agitation speed was increased from zero to 250 rpm at which about 93%
of Cu*? has been removed. This can be attributed to improving the diffusion of ions towards the
surface of the reactive media and, consequently, proper contact between ions in solution and the
binding sites can be achieved.

3.5 Sorption Isotherms

The sorption isotherms were produced by plotting the amount of copper removed from the
solution (ge in mg/g) against the equilibrium metal concentration in the solution (Ce in mg/l) at
constant temperature , Hamdaouia, and Naffrechoux, 2007and Kumar, and Kirthika, 2009.
The data of the batch tests are fitted with linearized form of Langmuir and Freundlich models.
Accordingly, the equations of these models will be;

0.9292C,
de = 140.092C, R*=0.988 (4)
q. = 3.397¢2-207 R?=0.986 (5)

It is clear that these models are provided the best representation of copper sorption onto
(WFS+KS) reactive material. However, the Langmuir model was chosen to describe the
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sorption of solute on solid in the partial differential equation governed the transport of a solute
undergoing equilibrium sorption through permeable reactive barrier in the continuous mode.

3.6 Longitudinal Dispersion Coefficient

Results of the experimental runs concerned the measurement of longitudinal dispersion
coefficient (D) at different values of velocity (V) for soil and (WFS+KS) are taken a linear
relationship as follows:

For soil,

D, = 68.16 V + 0.056 R?=0.973 (6)
For (WFS+KYS),

D, = 73.51V + 0.282 R?=0.999 (7)

These equations are taken the general form of longitudinal hydrodynamic dispersion
coefficient as follows:

DL = aLV + TDO (8)

This means that the longitudinal dispersivity (a) is equal to 68.16 cm for soil and 73.51 cm for
mix.

3.7 2D PRB design-model setup

The contaminant migration in a porous medium is due to advection-dispersion processes;
therefore, considering a two dimensional system, the dissolved copper mass balance equation
may be written, as follows:

9%Cey
X 9x2

9%Cey
y ayz

0Cou 1, 0Ccy
—V ax R at ©)

D + D

where Cg, represents copper mass concentration in water and R is known as the retardation
factor since it has the effect of retarding the transport of adsorbed species relative to the
advection front..

For the flow of contaminated groundwater through the sandy soil, the value of R will be
assumed equal to 1 which is reasonable for this type of soils. On the other hand, the sorption of
copper on (WFS+KS) barrier is governed by Langmuir sorption isotherm and the retardation
factor is expressed as:

R=1+ﬂ(

0.9292 )
ng

(1+0.092C¢y,)? (10)
where ng is the porosity of the barrier.

To present theoretical verification for tank test described previously, Eq. (9) in combination
with initial and boundary conditions Table 3 can be solved using COMSOL Multiphysics 3.5a.
The used mesh discrezation (i.e. number of mesh points, number of elements, and type of
elements ....etc) is shown in Fig. 7.

Fig. 8 plotted the predicted spatial distribution of copper normalized concentration across the
sand aquifer in the presence of (WFS+KS) barrier after 7 days for flow rate equal to 60 and 120
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ml/min. It is clear that the propagation of contaminated plume is restricted by this barrier region.
Also, the value of applied flow rate, i.e. velocity of flow, plays a significant role in the extent
and concentration magnitude of the contaminant plume. Accordingly, the extent of contaminant
plume in the longitudinal (x) direction is greater than transverse (y) direction and highest
concentrations occur in the sand bed which up-gradient of PRB. The concentration of the
contaminated plume reaching the outlet may attain lower than 1.3 mg/l quality limit prescribed
for surface water or drinking water , Hashim et al., 2011.

Comparisons between the predicted and experimental results at nodes corresponding to
monitoring ports during the migration of the Cu* plume at different periods of time for flow
rate equal to 120 ml/min using (WFS+KS) barrier are depicted in Fig. 9. Although the spatial
and temporal concentration profiles are taken the same trend, concentration values in the ports
(1, 2, and 3) located along the centerline of the source area (y=20 cm) are greater than that in the
ports (4, 5, and 6) deviated from the centerline by 10 cm (i.e. y=10 cm). Also, it is clear that the
(WFS+KS) barrier have a potential functionality in the retardation of the contaminant migration
in the down gradient of this barrier (concentration at ports 3 & 6 equal approximately zero).
However, a reasonable agreement between the predicted and experimental results can be
observed with ME less than 10%.

4. CONCLUSIONS

¢+ Contact time, initial pH of the solution, initial metal ion concentration, (WFS+KS) dose and
agitation speed were most the parameters affected on the sorption process between Cu*? ions
and (WFS+KS). The best values of these parameters that will achieve the maximum removal
efficiency of Cu*?(=93%) were 1 h, 6.5, 50 mg/l, 1 g/100 ml, and 250 rpm respectively.

%+ The experimental data for copper sorption on the (WFS+KS) were correlated well by the
Langmuir isotherm model with coefficient of determination (R?) equal to 0.986.

s FTIR analysis proved that the carboxylic and alkyl halides groups are responsible for the
sorption of copper onto WFS.

s The results of 2D numerical model solved by COMSOL Multiphysics 3.5a under
equilibrium condition proved that the (WFS+KS) barrier is efficient technique in the
restriction of contaminant plume. However, a good agreement between the predicted and
experimental results was recognized with ME not exceeded 10 %.
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NOMENCLATURE

a: empirical constant, 1/g.

b: saturation coefficient , mg/g.

C..: copper concentration , mg/I.

C, : initial concentration , mg/I.

C. : equilibrium concentration , mg/I.

C.: uniformity coefficient , dimensionless.

D.: longitudinal hydrodynamic dispersion coefficient , m?/sec.
D.: molecular diffusion coefficient , m%/sec.

D,: longitudinal dispersion coefficient, m/sec.
Dy: lateral dispersion coefficient , m?/sec.

Ke: freundlich sorption coefficient , m?/sec.

m :mass of (WFS+KS) in the flask, g.

n: porosity ,dimensionless.

ge: amount of solute removed from solution , mg/kg.
R: retardation factor,dimensionless.

R?: coefficient of determination

V : volume of solution in the flask , I.

V.. actual velocity , m/sec.

1. tortuosity factor of soil medium

pp: bulk density of the soil , g/lem®.

a,: longitudinal dispersivity , cm.
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Table 1. Composition and physico-chemical properties of WFS.

Property Value
SiO,(%) 94.36
Al,0; (%) 2.82
Fe,03 (%) 2.12
Na,O (%) 0.24
CaO (%) 0.05
TiO, (%) 0.14
MgO (%) 0.23
K20 (%) 0.039
Bulk density (g/cm3) 1.44
Particle density (g/cm3) 2.67
Porosity 0.46
Surface area (m2/g) 5.9351
Cation exchange capacity (meq/100 g) 10.94

Table 2. Composition and properties of the soil used in the present study.

Property Value
Particle size distribution (ASTM D 422)
Sand (%) 99
Silt and Clay (%) 1
Hydraulic conductivity (cm s™) 2x107
Cation exchange capacity (meq/100 g) 3.12
pH 8.5
Organic content (ASTM D 2974, %) 0.26
Bulk density (g/cm?) 1.567
Porosity 0.409
Soil classification Sand
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Table 3. Boundary and initial conditions used in the transport modeling of copper in 2D
laboratory scale tank.

Item Location Type/ Value
Upper boundary No flux/symmetry
Lower boundary No flux/symmetry
Boundary conditions Left side boundary No flux/symmetry
Right side boundary Advective flux
Line source Concentration=50 mg/I
Initial condition xy) Concentration=0
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Figure 1. Schematic diagram of the bench-scale model aquifer.
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3Pl lsa{tllm-:-:no: o —
' '

cesssscshen=

e R e e e e e e e E e e

4000 3500 3000 2500 2000 1750 1500 1250 1000 750 500

FTIR Measurement 1/em
Wavenumber (cm)

Figure 3. FTIR spectra of WFS (black line) before sorption and (red line) after sorption.
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Figure 4. Effect of initial pH on removal efficiency of copper by (WFS+KS) as a function of
contact time (Co,= 50 mg/l; (WFS+KS) dose= 1 g/100 ml; agitation speed= 250 rpm; T= 25°C).
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Figure 5. Effect of WFS dosage on removal efficiency of copper (C,=50 mg/l; pH=6.5;
agitation speed= 250 rpm; contact time=1 h; T= 25°C).
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Figure 6. Effect of agitation speed on removal efficiency of copper as a function of contact time
(Co=50 mg/I; pH=6.5; WFS dose= 1 g/100 ml; T= 25°C).
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MR Brain Image Segmentation Using Spatial Fuzzy C- Means Clustering

Algorithm
Dr. Safa Soud Mahdi Reem Shakir Mahmood
Medical Engineering Department Medical Engineering Department
Engineering Collage- Nahrain University Engineering Collage- Nahrain University
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ABSTRACT

A\ conventional FCM algorithm does not fully utilize the spatial information in the image. In
this research, we use a FCM algorithm that incorporates spatial information into the membership
function for clustering. The spatial function is the summation of the membership functions in the
neighborhood of each pixel under consideration. The advantages of the method are that it is less
sensitive to noise than other techniques, and it yields regions more homogeneous than those of other
methods. This technique is a powerful method for noisy image segmentation.

Keywords: fuzzy c-means; spatial information; image segmentation; clustering; mri brain image.
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1. INTRODUCTION

The underlying objective of medical image segmentation is to partition it into different

anatomical structures, thereby separating the components of interest, such as Brain tumors, from
their background. Computerized medical image segmentation is a challenging problem, due to
poor resolution and weak contrast. Moreover the task is often made more difficult by the
presence of noise and artifacts, due to instrumental limitations, and patient movement.
In this paper, segmentation process is applied on Magnetic resonance imaging (MRI) Brain
images, MRI is a noninvasive method for imaging internal tissues and organs, and it represents
crucial diagnostic imaging technique for the early detection of abnormal changes in tissues and
organs. It possesses fairly good contrast resolution for different tissues, and high spatial
resolution and slice selection at any orientation.

Fuzzy c-means (FCM) is an unsupervised clustering technique that has been successfully
applied to feature analysis, clustering, and classification in the fields such as astronomy, geology,
medical imaging, target recognition, and image segmentation. An image can be represented in
various feature spaces, and the FCM algorithm classifies the image by grouping similar data
points in the feature space into clusters. This clustering is achieved by iteratively minimizing a
cost function those dependents on the distance of the pixels to the cluster centers in the feature
domain.

The pixels on an image are highly correlated, i.e., the pixels in the immediate neighborhood

possess nearly the same feature data. Therefore, the spatial relationship of neighboring pixels is
an important characteristic to improve the performance of FCM, many techniques have been
developed.

Wang, et al., 2004. proposed a feature-weight assignment method is improved the
performance of FCM clustering. Mohamed, et al., 1999. modified the fuzzy c-mean (MFCM)
clustering algorithm where the membership value was chosen to tolerate the resistance. In this
method, the spatial influence on the center pixel is considered as an explicit modification of its
membership value to tolerate the resistance. Liew, et al., 2000. presented a spatial fuzzy
clustering algorithm that exploits the spatial contextual information into image data, where the
influence of the neighboring pixels is suppressed in nonhomogeneous regions of the image. Das,
et al., 2006. proposes a particle swarm based segmentation algorithm for automatically grouping
the pixels of an image into different homogeneous regions using spatial information.

The aim of this research is to introduce an improved segmentation method for FCM
clustering. In a standard FCM technique, a noisy pixel is wrongly classified because of its
abnormal feature data. Improved method incorporates spatial information, and the membership
weighting of each cluster is altered after the cluster distribution in the neighborhood is
considered. This scheme greatly reduces the effect of noise and biases the algorithm toward
homogeneous clustering.

2. SPATIAL FUZZY C-MEANS CLUSTERING

Clustering techniques are mostly unsupervised methods that can be used to organise input
data into groups based on similarities among the individual data items. The Fuzzy C-Means
algorithm (often abbreviated to FCM) is an iterative algorithm that finds clusters in data and
which uses the concept of fuzzy membership. Instead of assigning a pixel to a single cluster,
each pixel will have different membership values on each cluster. This method was developed by
Dunn in 1973 and improved by Bezdek in 1981 and it is widely used in image segmentation.
The Fuzzy C-Means attempts to find clusters in the data by minimizing an objective function
given in the equation below Chuang,et al., 2006.
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J=Eia ol I x-vill? 1)

J is the objective function and it reduces at each iteration. It means the algorithm is converging
or getting closer to a good separation of pixels into clusters. N is the number of pixels in the
image, C is the number of clusters used in the algorithm, ( m >1) is a weighting factor that
controls the fuzziness of the resultant segmentation, in this research m = 2, u;; represents the
membership function of pixel X; in the ith cluster, V; is the ith cluster center, , and | X;-V; | is
the Euclidean distance between X; and V; .the membership functions are subject to the following
constraints: Y¢_; u;;=1; 0< u; <1 ;0< XL uy <N

The cost function is minimized when pixel closes to the centeroid of their clusters are
assigned high membership values, and low membership values are assigned to pixels with data
far from the centeroid. The membership function represents the probability that a pixel belongs
to a specific cluster. In the FCM algorithm, the probability is dependent on the distance between
the pixel and each individual cluster center in the feature domain. The membership functions and
cluster centers are updated iteratively Li, et al., 2011.

Il 2=l —21)
D E G D 2)
And
N ul X
V= ﬁ (3)
j=1Uij

One of the problems of standard FCM algorithms in image segmentation is the lack of spatial
information. Since image noise and artifacts often impair the performance of FCM segmentation,
because neighboring pixels possess similar feature values, and the probability that they belong to
the same cluster is great so it would be attractive to incorporate spatial information into a
standard FCM algorithm Chuang, et al., 2006.

To exploit the spatial information, a spatial function is defined as

hij=Xkenn(x)) Uij (4)

Where NB (x;) represents a square window centered on pixel x; in the spatial domain. A 5x5
window was used in this research. Just like the membership function, the spatial function h;;
represents the probability that pixel x; belongs to ith cluster. The spatial function of a pixel for a

cluster is large if the majority of its neighborhood belongs to the same cluster. The spatial func-
tion is incorporated into membership function as follows:

u .:% ®)

where p and g are parameters to control the importance of both functions. In a homogenous
region, the spatial functions fortify the original membership, and the clustering result remains
unchanged. However, for a noisy pixel, this formula reduces the weighting of a noisy cluster by
the labels of its neighboring pixels. As a result, misclassified pixels from noisy regions can easily
be corrected. The spatial FCM with parameter p and g is denoted sFCM,, ,.Note that sFCM, ; is
identical to the conventional FCM Soesanti, eta al.
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The flow chart of the SFCM algorithm is shown in Fig. 1

Read MRI brain image /

v

Convert MRI image into gray image and
construct vector X ={X;j....Xn}

!

Randomly Initialize V ©
Set m=2, £ =0.0001, T = 100, C=4, t=0
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v

Output clusters center
and 4 segmented
images

( End )

Figure 1. The flow chart of SFCM algorithm.
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3. VALIDITY FUNCTIONS FOR FUZZY CLUSTERING
1. Clustering validity functions based on partition coefficient and partition entropy.

Fuzzy partition used in this paper to evaluate the performance of clustering in a quantitative
way. The representative functions for the validity function based on the fuzzy partitions are
partition coefficient Vpc and partition entropy Vpe which are defined as follows Sayadi, et al.,
2007. :

_ XY Efud
Vpe= = ®)
and
-IN ¢ [ui*logu;f]
Vpe= ————— (")

The idea of these validity functions is that the partition with less fuzziness means better
performance. In both equation (6) and (7), u; (i =1, 2,...c; j = 1, 2,... N) is the membership of

data point j in cluster i. As a result, the good clustering is achieved when (% < v <1)and

(0 < v, < 2), the best clustering is when the value V. is maximal or V. is minimal Xiao, et
al., 2010.

2. Clustering validity functions based on geometric sample structure.

The idea of validity functions based on measuring geometric data structure is that samples
within one partition should be compact and samples between different clusters should be
separate. To quantify the ratio of total variation within clusters and the separation of clusters, Xie
and Beni proposed Xie-Benie validity function V., and it is defined as follows Xiao, et al.,
2010.

N 2 2

be: N (miniik { ||Uk—UiHZ}) (8)

An optimal clustering result generates samples that are within one cluster and samples that are
separated between different clusters. Minimised V,, is expected to lead to a good partition.

Partition coefficient and partition entropy is a class of validation functions that uses only the
membership function to evaluate the partitioning of the clusters. Their disadvantages are that it
does not take into account the geometrical properties of the data and it depends monotonically on
the number of clusters while Xie-Beni validity function however quantifies the performance of
the clustering by taking into account the total variation within each clusters and the separation
between-cluster.

4. RESULT AND DISCUSSION

A complete program using MATLAB programming language and CPU Core 2 Duo (1.83
GHz) for this process. Fig. 2 shows the 512 x 416 grayscale original MRI Brain image with
tumor.

The spatial function modifies the membership function of a pixel according to the
membership statistics of its neighborhood. Both sFCM techniques reduce the noise effect,
because no similar cluster is present in the neighborhood, the weight of the noisy cluster is
greatly reduced with sFCM. Furthermore, the membership of the correct cluster is enhanced by
the cluster distribution in the neighboring pixels. As a result, both sSFCM techniques effectively
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correct the misclassification caused by the noise and makes the segmented images more
homogeneous.

The MR images used in this paper are obtained from AL-KADEMYA HOSPITAL for male
patient (year birth:1950).

Figure 2. T1 weighted image.

Fig.3 to Fig.6 shows the result of segmentation of image shown in Fig. 2 by applying spatial
FCM algorithm with parameter (p=1,g=1) on T1 weighted image.

Figure 3. Cluster 1 of FCM, ; algorithm.

Figure 4. Cluster 2 of FCM, ; algorithm.
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Figure 6. Cluster 4 of FCM, ; algorithm.

Different gray levels were taken for initialization of the clusters centers as shown in table 1 while
table 2 shows the optimized clusters centers obtained from the iteration of the FCM, ; algorithm.

Table 1. Selected clusters centers.

| 40 | 90 | 140 | 200

Table 2. optimized clusters center.

| 7.2124 | 68.1943 | 112.0011 | 187.8991 |

The plot shown in Fig .7 shows how the iterative optimization of the objective function is carried
out with the up-dating of the membership function w;; and the clusters centers c;;.
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Figure 7. Iterative optimization of cluster center for FCM, ; algorithm.

Fig. 8 shows the bars graph of the four clusters.
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Figure 8. Bar graph for cluster variation in each iteration for FCM, ; algorithm.

Fig.9 to Fig.12 shows the result of segmentation of image shown in Fig. 1 with parameters (p=0,
g=2).

Figure 9. Cluster 1 of FCM, , algorithm.
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Figure 10. Cluster 2 of FCM, , algorithm.

Figure 11. Cluster 3 for sFCM, , algorithm.

" 12.01.05-09:55:2228TT

Figure 12. Cluster 4 of FCM, , algorithm.

In table 3 shown Deferent gray levels were taken for initialization of the clusters centers while
table 4 shows the optimized clusters centers obtained from the iteration of the FCM, , algorithm.

Table 3. Selected clusters centers.

[ 40 | 90 | 140 | 200
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Table 4. Optimized clusters center.
[ 11.3708 | 69.9816 | 110.8312 | 165.8091 |
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Figure 13. Iterative optimization of cluster center for sFCM, , algorithm.
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Figure 14. Bar graph for cluster variation in each iteration for sFCM, , algorithm.

Three basic tissue classes found on a healthy brain MR image: white matter (WM), gray
matter (GM) and cerebrospinal fluid (CSF).

Both sFCM techniques reduce the overlap of gray matter with white matter cluster, because
the spatial function modifies the membership statistics of its neighborhood. Such neighboring
effect biases the solution toword piecewise-homogeneous labeling, this make the segmented
images more homogeneous. The sFCM algorithm with a higher q (>1) parameter shows a better
smoothing effect, but disadvantages of using higher spatial weighting (q) are the blurring of
some of fine details. This is difficult to judge from the results so used the cluster validity
functions. Table.5 tabulates the validity functions used to evaluate the performance of SFCM
clustering. In this cases, the validity functions based on the fuzzy partition were better for the
SFCM,,; (p=1, g=1) than sFCM,, (p=0, g=2). For V,. (), the sFCM, , is greater (smaller)
than sFCM,,, and the validity function based on feature structure showed increased for
sFCM,,. V,, Measured the compactness in the feature domain. The sFCM modifies the partition
on the basis of spatial distribution and causes deterioration of compactness in feature domain so
V,p Is increased for sFCM, , more than sFCM, ;.
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Table5. Cluster validity function.

Type Vpc Vpe Vxb
sFCM, ; 0.9622 0.0675 0.0041
sFCM, , 0.9377 0.1125 0.042

5. CONCLUSIONS

In this paper, spatial fuzzy ¢ mean was applied in segmenting an actual MRI data set. This
method improved the segmentation result, by incorporates the spatial information into the
membership function to improve the segmentation results. The membership functions of the
neighbors centered on a pixel in the spatial domain are enumerated to obtain the cluster
distribution statistics; these statistics are transformed into a weighting function and incorporated
into the membership function. This neighboring effect reduces the noise effect and makes the
clustering more homogeneous.

The result of SFCM; 1 (p=1, g=1)algorithm shows good segmentation result better than SFCMy
because higher spatial weighting (q) cause blurring of some fine details, also using cluster
validity function to evaluate the performance of both method show the best clustering is
achieved using sSFCMjy ; algorithm with maximum value of V. (1.28% larger than SFCMy ), and
minimum value of Vp (25% less than SFCMg2), minimum value of Vy, (82.21% less than
SFCMy )

The results show that the method effectively segmented MRI brain images with spatial infor-
mation, and the segmented abnormal MRI brain images can be analyzed for diagnosis purpose.
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7. NOMENCLATURE

C Cluster Number

hi; Spatial Function

Im Obijective Function
m Fuzziness Factor

N No. Of Pixels In Image

NB (x;) A Square Window Centered On Pixel
P, q Parameter control the importance of spatial function and membership
function

t Iteration
T Max Number Of Iteration
X Vector Of Data Set

Xj Individual Pixel

Hij Membership Function Of Pixel

, Membership Function With
Hij Spatial Information
v; Cluster Center
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ABSTRACT

An experimental and numerical study has been carried out to investigate the forced
convection heat transfer by clean or dusty air in a two dimensional annulus enclosure filled with
porous media (glass beads) between two vertical concentric cylinders. The outer cylinder is of (82
mm) outside diameters and the inner cylinder of (27 mm) outside diameter. Under steady state
condition; the inner cylinder surface is maintained at a high temperature by applying a uniform heat
flux and the outer cylinder surface at an ambient temperature. The investigation covered values of
input power of (6.3, 4.884, 4.04 and 3.26 W), Reynolds number values of (300, 700, 1000, 1500,
and 2000) and dust ratio values (density number N) of (2, 4, 6 and 8). A computer program in
MATLAB has been built to carry out the numerical solution by writing the governing equation in
finite difference method. The local Nusselt number, the average Nusselt number, the contours of
temperature field and velocity field were presented to show the flow and heat transfer
characteristics. The results show that when clean air flow, the wall temperature gradually increases
along the cylinder length in the direction of flow and decrease as Reynolds number increase while it
increases with input power. For dusty air flow results show that the wall temperature gradually
increases along the axial direction and increase with Reynolds number and with input power, and
the maximum reduction in heat transfer will be 30 % for N=8 at Re=2000. Comparison was made
between the present experimental and numerical results and it gives good agreement. The
experimental and numerical Nusselt number follows the same behavior with a mean deviation of
12%.

Key words: laminar, dusty air, forced convection, two dimensional, vertical annulus enclosure,
glass beads.

$39a8 (Al s gina B el oy PIA G e gl ggd AL (5 i) Jaal)

e aa lalw LAl ool Jlia 3 selual) 2Ly
sk daala - digll A4S Sk dala - ddigll 4K
Aadal)
soad b il 5l Gl el sell Aand g2 (5 pml) Joadly 4 ) jal) A8l JUY 4y ks ddes Al 0 Gandl 134 by sal
20 ghauSU WA ) Sl iastie Gt gee (i st (Ruala ) < S) alise Jan sy 5 3les 2] Al Lila
Ll gl o Lads &5 ) jEuY) Ala b pd < (27 mm)  Alalall A skl il kil s (82mm) A )
Glad, gl 350 n Aapn A Al Dl shan) mlans Jabs o35 aliiie (gl a (i Jalady Alle 5 450 451 s Asp 430
Re (300, 700, 1000, 1500, and 2000) sy, 22c 5 (6.3, 4.884, 4.04 and 3.26 W) 4laaall 3 a8l a8 4 all
A el (35 8 A8y Hh aladinly gaaall Jad) 2awl mat lab Al meloe el 23 N(2, 4, 6 and 8 <l Al sl ad

90



Number 9 Volume 20 September - 2014 Journal of Engineering

Jasl g Gloall pal sa maia il Ze pull Jlasy ol all Jlaal) cildaladia g daw siall il dae 5 a8 gall Clid 22e Jiiad
Ol alaily 4 shanl) J sk e L a5 a1 335 ) all da 3 of L& o) sl gl s Al d gl @ jedal 4 ) sl A8l
& Lo Al 335 ) jall ds yo of i @il el gedl s ol Alaaall 3 0all 3ol o ) Lein Al gy 5 2ae Baly e Jai
dail 30 % (5 sbow &yl yall A8 Jlanly (mlias) ol o g Alaaal) 55080 o ol ghy 5 dae Baly 3 03 3is 5 saall elady)
Aol el s 20 il (385 oselly Mall Canl) kil s Al il i Re=20005N=8
12%0 < ya) Ay adld & slull < el

Aaala) Gl S (gagae Ala (5 gina 2] AU Ggie ol sa (g md Jea UL ¢ dpen ) cilals

INTRONDUCTION

Fluid flow in a porous medium is a common phenomenon in nature, and in many fields of science
and engineering. Important every day flow phenomena include transport of water in living plants
and trees, and fertilizers or wastes in soil. Moreover, there is a wide variety of technical processes
that involve fluid dynamics in various branches of process industry. The importance of improving
our understanding of such processes arises from the high amount of energy consumed by them. In
oil recovery, for example, a typical problem is the amount of unrecovered oil left in oil reservoirs by
traditional recovery techniques ,Aaltosalmi, 2005. Flow through Convective heat transfer in porous
medium has been intensively studied over the past two decades. This is because of its wide
applications in geothermal energy engineering, ground-water pollution transport, nuclear waste
disposal, chemical reactors engineering, insulation of buildings and pipes, storage of grain coal,
Kaurangini and Basant, 2009.A lot of experimental and numerical study had been carried out in
pure air and dusty air to investigate the heat transfer by forced convection by , Cheng et al, 1988.
Analyzed the problem of a thermally developing forced convective flow in a packed channel heated
asymmetrically. The flow in the packed channel was assumed to be hydrodynamically fully
developed and was governed by the Brinkman-Darcy-Ergun equation with variable porosity taken
into consideration. A closed - form solution based on the method of matched asymptotic expansions
was obtained for the axial velocity distribution, and the wall effect on pressure drop was illustrated.
Al Zahrani and SuhilKiwan, 2008. investigated numerically the steady-state, laminar,
axisymmetric, mixed convection heat transfer in the annulus between two concentric vertical
cylinders using porous inserts. The inner cylinder was subjected to constant heat flux and the outer
cylinder was insulated. A finite volume code was used to numerically solve the sets of governing
equations. The Darcy—Brinkman—Forschheimer's model along with Boussinesq's approximation was
used to solve the flow in the porous region. The Navier—Stokes equation was used to describe the
flow in the clear flow region. The dependence of the average Nusselt number on several flow and
geometric parameters was investigated. These include: convective parameter, A, Darcy number, Da,
thermal conductivity ratio, Kr, and porous-insert thickness to gap ratio (H/D). It was found that, in
general, the heat transfer enhances by the presence of porous layers of high thermal conductivity
ratios. It was also found that there is a critical thermal conductivity ratio on which if the values of
Kr are higher than the critical value the average Nusselt number starts to decrease. Also, it found
that at low thermal conductivity ratio (Kr = 1) and for all values of 1 the porous material acts as
thermal insulation.

Kumar et al., 2011. studied the effect of Dusty fluid on MHD free convection flow past a vertical
porous plate with heat and mass transfer taking Viscous and Darcy resistance terms into account
and the constant permeability of the medium numerically and neglecting induced magnetic field in
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comparison to applied magnetic field. The velocity, temperature, concentration and skin friction
distributions are derived. It is observed that velocity of dusty fluid and dust particles increases with
the increase in Gr (Grashof number), K (Permeability parameter), B (Dusty fluid parameter) and B1
(Dust particles parameter), but it decreases with the increase in M (Magnetic parameter).

In the present work an experimental and numerical investigation had been done to study the 2—
dimensional laminar convection heat transfer in an annulus of two concentric vertical cylinders with
clean or dusty air as working fluid. The annulus contains porous media (glass beads) and the inner
cylinder heated to a constant wall temperature using constant heat flux. The outer cylinder kept at
atmospheric temperature. In the numerical method the finite difference approximation is applied
and a MATLAB program is built to solve these equations.

EXPERIMENTAL STUDY

The test section in the present work is indicated diagrammatically in Fig.1. A centrifugal blower
(AUGUSTO CATTANI) of (2.5 cm) diameter was used to supply the air to the system. The dust
concentrations were determined during tests by using electronic balance with an accuracy of 0.001
g. Dust concentration was calculated by measuring the difference in glass wool weight before and
after test.

The dust was stored in a storage tank with a capacity accommodate a large amount of dust. The
storage tank has three holes, One of these holes is used for air to inter the tank and then to balance
the pressure between the test pipe and the dust storage tank which is called equilibrium pipe, the
second hole used to feed the test system with fine dust, while the last one was closed tightly and
used to refill the storage tank with dust. The storage tank is connected with a dust control valve to
control the concentration of dust before entering the test system. The glass wool filter is a
cylindrical vessel shaped of 2 cm thick and 12 cm inside diameter and 15 cm height. Glass wool
filter was used to retention dust and to determine the concentration of dust. A flow meter was used
in the range of (0 — 10 m%hr.) and linked with a plastic tube with a diameter of (1.9812cm). Dusty
air valve opened after measuring the dust concentration and the dusty air allowed passing to test
section.

The test section consists of a Aluminum outer cylinders of (82 mm) outside diameters, (4 mm) thick
and (260mm) long to which Aluminum inner cylinders of (27mm) outside diameter, (260 mm) long
and (5 mm) thick; yield into radius ratios of 0.365 mm Aluminum was chosen because of its high
thermal conductivity, available, cheap and for its easy machinability. The holder and the test rig are
connected together and balanced to be vertical so that the inclination angle indicates to read zero.
The inner cylinder was heated by passing an alternating current through a (0.25 mm) in diameter,
(5m) long, 97 — ohm Nichrome wire coiled as spiral inside glass tube where glass tube was of
(8mm) in diameter and (250 mm) long. The heater (i.e. the glass tube and the Nichrome wire) was
mounted concentrically by two Teflon pieces. Teflon piece drilled to pass the working fluid and
thermocouples wires, The inner cylinder was heated by passing an alternating current to a heater
inside the inner cylinder and the outer cylinder was subjected to the surrounding temperature. The
inner cylinder surface temperatures were measured at six locations using thermocouples type (K).
The investigation covered values of input power of (6.3, 4.884, 4.04 and 3.26 W), Reynolds number
values of (300, 700, 1000, 1500, and 2000) and dust ratio values (density number N) of (2 to 8).
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MATHEMATICAL MODEL

The geometry and coordinate system of the problem considered are shown in Fig. 2. Convective
heat transfer through a saturated porous media with dusty air flow is considered. The research is
based on a series of concepts; such concepts include porosity, permeability of the porous medium,
speed of dusty air through porous media, and the quantity of dust particles (called density number)
in the fluid flowing through the medium. In order to model the incompressible flow in the porous
medium of the steady-state equations. The governing equations are given as follow:

Mass conservation

The properties of both the fluid and saturated solid matrix are taken as constant, except the fluid
density which defined the buoyancy in the momentum equation. Then the mass conservation can be
written as Shyamanta, 1998.

14 dv

:E[ru]-l-a—ﬂ (1)
Momentum Equation

The equations of motion of a steady viscous incompressible fluid with uniform distribution of dust

particles in a porous medium are given by, Shyamanta, 1998 and AL-Sumaily et al., 2011.
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Energy Equation:
The most important law applied here is the first law of thermodynamlc and according to the
assumptions the energy equation is , AL-Sumaily et al., 2011.

Eog v =kl (5) 2 ()] @)

r dr

Where
C, is specific heat of fluid at constant Pressure (k:—’rx).
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Dimensionless Governing Equations
The advantage of non dimentionalization is that the minimum number of characteristic parameters

results. Also the problem variables may be at the same time normalized. All spatial dimensions are
nondimensionalized with respect to the gap D as follow ,Shyamanta, 1998:

(T-T, oo D (
'[_f:l'_ R:L , z’:i F = -pz :?'._ nc:' RE=LK_ U:i
Vo Dh Dh .2 (T1-Ty) U Voo
c N m ou Uﬁ{r K ke
™ i — Lps — -
R st xon YT ot KT kg

Where:

C = dust particle concentration.

R.= relaxation time parameter of dust particle, Shyamanta, 1998.

Taking curl of momentum equations to eliminate pressure terms, the momentum and the energy

equation will be:
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Dimensionless Hydraulic Boundary Conditions for stream lines
—Tin —Tout
At R=_- and R=—,

w(i,k) =g://(i,k+1)—%://(i,k+2)

Z=0, L
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4, 1 2
w(i.k) =2y (i+1K) ~Zp(i+2.K) + TRK)AR

Dimensionless Thermal Boundary Conditions

At R=1% G =1
DR

At R=2 o(t.k) =6,

At Z=0 8(i,k) =0

At Z=L 8(i. k) =8,

Calculation of Average Nusselt Number
The average Nusselt number on the walls cylinder can be calculated from the equation below:

I

Computational Technique

Egs.(5, 6 and 9) were transformed into the finite difference equations, where the upwind differential
method in the left hand side of the energy Eq. (6) and the centered — space differential method for
the other terms were used, and solved by using (SOR) method ,Wang and Zhang 1990. A
computer program was built using MATLAB to meet the requirements of the problem. The value of
the stream line will be calculated at each node, in which the value of stream line is unknown, the
other node will appear in the right hand side of each equation. As an initial value of iteration, zero is
chosen for the stream line field, while a conduction solution is adopted for temperature field. The
index (n) was used to represent the nth approximation of temperature denoted by ©" and substituted
into the approximated equations, which were solved to obtain the nth —approximation of vorticity @
then substituted Eq.(5) to obtain stream line ¥, then ¥ was substituted into Eq. (6) to obtain o™ A
similar procedure is repeated until the prescribed convergence criterion given by inequality:

8??—1 N 8?’!

]

Max < 107°®

The number of grid points used was 41 grid points in the R— direction and 301 in the Z — direction
which seems reasonable and will be used in the present study. Fig.3 illustrates the numerical grid in
two planes.

Calculation of Local Nusselt Number
The local Nusselt number (Nu;) on the walls can be found from the equation below:
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B h =< w
K (11)

Nu,

The value of (h) can be found by making heat balance in the wall ,Singh, 2003 as follow

qcond. = qconv. (12)

oT

h(Tl _Too) = _k(E)r:o (12)
Then:
From Nusselt number definition and dimensionless magnitudes:
Nu =29

OR (13)
The local Nusselt number Nu on the inner walls was expanded in form of finite difference
approximation using backward difference scheme, Anderson et al., 1984.
NU = _3‘9i,k +4Hi—l,k _ei—z,k

2AR (14)

RESULTS AND DISCUSSION

Fig.4 shows the temperature distribution for the case of clean air (N=0) through porous media for
different values of Re. This figure illustrates that the temperature decreases with the Increase of
(Re) and this is because increasing (Re) yields faster flow through the porous media over the heated
wall .When the case of dusty air flow (for different values of dust ratio (N)) through porous media
in the annulus and it is clear increase the temperature and increasing the dust ratio (N) leads to an
additional increase in temperature. The porous medium affecting flow and heat transfer
characteristics and it represents an additional resistance to the flow when compared with clear fluid
flows.

Fig.5 shows the Z — component of the streamlines, in the (R-Z) plane for the cases of clean air and
dusty air respectively. it is clear that intensity of streamlines increases in upper and lower surfaces
of the annulus due to increase in Reynolds number (Re) and the intensity of streamlines decrease
when the concentration of dusty air increase. Contours of velocity field in the (R-Z) plane are
illustrated in Fig.6 along the length of the annulus in (Z) direction. Flow illustrates symmetry in
both sides of annulus and it is clear that its value in the bottom of the annulus is positive and in the
upper is negative.

Fig.7 illustrates the case of dusty air flow through porous media in the annulus and it is clear that
increasing the Reynolds number for constant dust ratio leads to increase the temperature and
increasing the dust ratio (N) leads to an additional increase in temperature.
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Fig.8, shows that the average Nusselt number for clean air increase with the increase of Reynolds
number Re at constant heat flux. The average Nusselt number for dusty air decrease with Re and
increasing the dust ratio cause an addition decrease in Nu as discussed previously.

The local Nusselt number depends on the temperature distribution along the cylinder length. Fig.9
show that the local Nusselt number decreases gradually with the axial distance of the heated wall to
about halve the length then became constant. The local Nu begin with high value at the inlet of
entry length region due to the high difference between the air and the heated wall temperature, then
progressively the difference between air and heated wall decreases. In experimental results Fig.10
illustrates for the dusty air flow in annulus that the Nusselt number decreases with the increase of
Reynolds number at constant heat flux and dust ratio. as well as the Nusselt number decreases with
the increase of dust ratio at the same value of Reynolds number for constant heat flux.and it is clear
that the Nusselt number increase with the increase of Reynolds number at constant dust number for
different heat flux values and it is clear that as the heat flux increase the Nusselt number increase.

In Fig.11 a comparison between the experimental and numerical results of the present work had
been done for the variation of the Nusselt number with Reynolds number for clean air and dusty air
with different dust ratios. The results of comparison show that the present experimental results
follow the same behavior as the numerical results, with a deviation of (12%).

CONCLUSIONS

1. When clean air flow the wall temperature in the radial direction decreases as Reynolds number increases

and the heat transfer decreases. For dusty air the wall temperature in the radial direction increase as

Reynolds number increases and an addition increase was observed when dust number N increase.

The maximum percent reduction in heat transfer is 14.1 for N=8 at Re=2000.

The local Nusselt number decrease gradually along the length of the cylinder.

4. The average Nusselt number increases as the Reynolds number increases for clean air flow at constant
heat flux.

5. The average Nusselt number decrease as the Reynolds number increases for dusty air flow at constant
heat flux.

6. Comparison shows good agreement between the present and previous works.

wmn
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NOMENCLATURE
Letter Description Units

Co Specific heat at constant pressure kJ/kgK
do Outer diameter of the inner cylinder M
dg Diameter of glass bead mm
Da Darcy number Da=K/Dh* -

Di Inner diameter of the outer cylinder m
Dp Annulus diameter (Di_ do) m

h; The convection heat transfer coefficient on the W/m°K

inner cylinder (hot surface)

Ker. Effective thermal conductivity of the porous media W/m K
Ks Thermal conductivity of the fluid W/m K
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Ks Thermal conductivity of the solid W/m K

K Permeability m°

I Cylinder length m

L Dimensionless cylinder length -

N Dust ratio g/min
N* Dimensionless dust ratio -
Nuy Local Nusselt number on the inner cylinder -

- (2]

p Pressure N/m?

P Dimensionless pressure -

Q Input power W

Q Convective heat transfer rate W

Qcond. Heat loss by conduction wW

r Radial coordinate m
Fin Radius of the inner cylinder m
Fout Radius of the outer cylinder m

R Dimensionless radial coordinate m
Re Reynolds number Re = v Dh

vf

Rr Radius ratio Rr=rip/rou -

Pr Prandtl number(Pr=v/a) —

Temperature K

T Ambiant temperature K
T Temperature of the inner cylinder surface K
T, Temperature of the outer cylinder surface K
Tave Average temperature((T1+ T2)/2) K

u Radial velocity component m/s
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v Axial velocity component m/s
v, Velocity of air in Axial direction m/s
U Dimensionless velocity component inR - -
direction
\Y Dimensionless velocity component inZ- -
direction
W Gap width (rou: — fin) m
X, Y,z Cartesian coordinate system m
z Dimensionless axial coordinate -
Greek Letters
Letter Description Units
a Thermal diffusivity m°/s
Oleff. Effective thermal conductivity of the porous m°/s
media
B Volumetric thermal expansion coefficient 1/K
€ Porosity -
0 Dimensionless temperature -
¥ Dimensionless kinematic viscosity -
R, Dimensionless thermal conductivity -
L Dynamic viscosity of fluid N.s/m?
Dt density of fluid kg/m®
t Time S
v Kinematic viscosity of the fluid m°/s
W Streamline -
® Dimensionless vorticity -
AR, AZ Distance between the grid points -
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1-Blower 2- flow control valve 3- equilibrium pipe 4- main pipe 5- hole to refill dust

6- dust storage tank 7- dust control valve 8- retention dust valve 9- glass wool filter

10- dusty air valve 11- flow meter 12- vertical annulus With porous media
13- Outer cover 14- outlet pipe A-power supply B- stabilizer
D- Voltmeter E- Ammeter F- selector switch

Heater Circuit , = Thermocouple Circuit

C-variac
G- digital thermometer
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Figure 1. Schematic diagram of experimental apparatus.
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Figure 3. A Plot of two dimensional discretized
4 domains.

Figure 2 . Geometry and coordinates system.
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Figure 4. Temperature distributions.
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Figure 6 .Velocity field (V) in axial direction.
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Figure 9.Variation of local Nusselt number in (Z — Direction) along the hot cylinder.
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An Investigation into Thermal Performance of Mist Water System and The
Related Consumption Energy

Asst. Prof. Dr. Najim Abid Jassim Eng. Firas Adel Abdulkareem Haris
Mechanical Engineering Department, College of Sc. Student, Mech. Eng. Dept., College of
Engineering, University of Baghdad Engineering, University of Baghdad
najmosawe @yahoo.com firasalharis@yahoo.com
ABSTRACT

Experimental tests were conducted to investigate the thermal performance (cooling effect)
of water mist system consisting of Sum volume median diameter droplets in reducing the heat
gain entering a room through the roof and the west wall by reducing the outside surface
temperature due to the evaporative cooling effect during the hot dry summer of Baghdad/Iraqg.
The test period was Fifty one days during the months May, June, and July 2012. The single test
day consists of 16 test hours starting from 8:00 am to 12:00 pm. The results showed a reduction
range of 1.71 to 15.5°C of the roof outside surface temperature and 21.3 to 76.6% reduction in
the daily heat flux entering the room through the roof compared with the case of not using water
mist system. Also the results show a reduction range of 1.3 to 18.8°C in the wall outside surface
temperature. Finally numerical simulation with ANSYS-FLUENT.14 was conducted to compare
its results with the experimental results of the roof and wall tests.

Keywords: energy saving, water spraying, water mist, evaporative cooling techniques, air conditioning
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1- INTRODUCTION

One of the most important problems that face the HVAC engineers is how to overcome the cooling load
that is penetrated through the roof and the outside walls specially the ones that are exposed to the sun for
a number of hours during summer days. In a country like Irag where the weather is so hot and the
temperature can exceed 50 °C in many days during summer, it is so important to find any new solutions
to reduce the effect of these loads, and because the weather is dry beside it is hot in summer, it is very
axiomatically to think that the evaporating cooling can be the most effected solution for this problem.
Furthermore, by attacking at the roof surface, evaporative cooling is utilized where temperatures are
highest (due to greater exposure to radiation) and relative humidity is lowest (air will hold more water
vapor at higher temperatures). As a result, solar impacts on the roof surface can be negated before any of
the other building's defense mechanisms come in to play, Bachman1985. By evaporating just enough
water on the roof to drive the air to saturation (100% RH), the roof surface and the air film against it
approach the wet bulb temperature. The radiant energy which raised the roof temperature (sensible heat)
has been relieved by causing a phase change (latent heat) from liquid to vapor. The only issue then, is
control of spray sufficient to maximize evaporative cooling of the building skin yet not so much as to
allow standing water. And this control is largely what distinguished the successfully designed systems.
Evaporative roof systems are not without drawbacks, however, unlike insulation, roof spray contributes
to comfort and energy conservation only during the cooling season. Final evaluation of the alternatives
should take a lifecycle look at all of the assumptions of cost and benefit, energy savings and roof life.
Perhaps the most important objection to roof spray systems is the attendant consumption of water, an
increasingly depleted natural resource.

In 1940 interest in (roof spray cooling) had grown sufficiently to merit an ASHRE, study at the
Pittsburgh Experiment Station. "Summer Cooling Load as Affected by Heat Gain through Dry, Sprinkled
and Water Covered Roofs" by Houghton et al 1940, they compared time and heat flow relationships
through nine different roof constructions for dry, sprinkled and ponded surfaces. Their conclusions
indicated that the sprinkler system was, in all constructions, the most effective measure of reducing heat
flow into the building. The results for concrete asphalt roof were as in Table 1.

Carrasco et al. 1986, performs an experimental study of the use of a roof spray system. The study was
done on a building belong to A&M university in the hot and humid weather of central Texas USA in July
1986. The roof was of wood with thin layer of tar and gravel on top. The experimental results showed
that there was a 60 % reduction in the heat transfer through the roof and 20 % (13.8°C) reduction in the
roof top surface also a 2.3 to 3.4°C reduction in the inside air temperature.

Narumi et al. 2007, conducted experimental tests and numerical simulations in order to investigate the
effect of misting technologies on reducing urban heat flux and saving energy. An apartment house in
Osaka Japan was used as the test building in an investigation of three types of evaporative cooling
techniques: "Rooftop spraying”, "Veranda spraying" and "Spraying to the outdoor unit of room air
conditioner”. The test period was from 10 August to 27 September 2007. For Rooftop spraying, the
experiments show that a lowering effect was obtained even after cessation of spraying, with the whole-
day average falling by 16.4°C. The indoor environment showed a fall of 1.2°C at 120 cm above floor
level, while a larger temperature lowering effect was obtained closer to the ceiling.

2- EXPERIMENT PROCEDURE

1) Test Building, The experimental tests were carried out in the room located in the second story of a
house in alkarkh Baghdad/Irag. The house was built at the beginnings of the seventeenth of the 20"
century. The room inside dimensions were (5.5m length ,4m width, 2.85 height) it has two (1.18m
height, 0.96m width) Iron frame windows one at the east wall and the other is at the west wall, and
one wooden door with dimension of (1.97m height by 0.98m width) at the north partition Fig.1.

2) Test Period, The roof and wall experiments days were conducted during the months of May, June &
July 2012 which represent the starting of summer in May, till reaching the peak temperatures of
summer in Baghdad / Iraq in July. The days of experiments types were divided as in Table 2; Fifty
one days of experiments were done to study these effects. The single experiment day consisted of
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generally pump operation from 8:00 am to 9:00 pm with some exceptions when the stopping time
was earlier (7:00 pm - 8:00 pm) especially in May when the water flooded over the upper roof
surface at evening because of low temperature which caused reducing of evaporating. Taking the
readings of the thermocouples and other measuring instruments was from 8:00 am to 12:00 pm
generally.

3) Test Apparatus, An experimental test Apparatus has been built, in a way that give a flexibility in
changing the parameters to be suitable for different types of the tests that is expected to be done. The
components of this apparatus can be seen in Fig.2 to Fig.4. The main parts are High pressure
reciprocating pump 10 to 100 bar, specialized mist nozzles (size 0.006", which can give droplets of
median diameter of 5 um), piping network.

The parameters to be tested, consisted of Different pump operation methods (continuous or by
intervals), different pump pressures, Different mist direction (upward or downward) and different
levels from the surface.

4) Test Procedure The main idea of this research is using a high pressure water pump (reciprocating
pump) to force the water liquid through a very small orifice nozzle (special mist nozzle), with
pressure that can reach 100 bar, to get the water in a very small droplets (can be less than 5um in
Volume median Diameter VMD) that can be effectively evaporate without wetting the surface or
body that it is expose to it (flash evaporating). This process of evaporation requires energy to be
completed. The energy is taken from the air in the form of heat. The result is a temperature
reduction, depending on the ambient temperature and the relative humidity of the air. Concerning
the roof and the wall tests, Experiments were done to investigate the effects of changing controlling
parameters on the important variables which are:

a) Room Roof outside surface temperature.

b) Room Roof inside surface temperature.

¢) Room wall outside surface temperature.

d) Room wall inside surface temperature.

e) The room temperature Fig.5.

The tests were conducted by using a network of twelve (size 0.006") mist nozzles as shown in Fig.4.
The inside and outside temperatures of the roof and the west wall were used to calculate the heat
flux through the roof and the west wall during the day hours were calculated by the Eg.(1) and

Eq.(2)
(T — To:d

Gy = {1
- N r o
":T":""! — P!
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3- RESULTS AND DISCUSSION

a) From the roof tests of different months a comparisons have been made between wet and dry test
days which are of close dry temperatures during the day long (specially the peak temperature), and
close relative humidity. The Fig.6 to Fig.8 shows comparison between two days 12-May (dry test)
and 20-June (wet test) for the roof top temperatures and heat flux cross the roof in each case. We can
see the reduction in the roof heat flux curve in Fig.8, and how it came to the negative values
(cooling effect) earlier than the case of dry ones Fig.7. Another comparison where made between
the dry and wet part of the same roof at the same day. Fig.9 shows a sample of this comparison for
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the roof top temperatures of the test day 2-July. Fig.10 shows a comparison for the roof test day's
heat flux during June and July. The final conclusions for the roof tests were as listed in Table 3.

b) From the wall tests of different months, a comparisons have been made between wet and dry test
days which are of close dry temperatures during the day long (specially the peak temperature), and
close relative humidity. Fig.11 shows comparison of two wet days' 29-May, and 9-June with dry test
13-May for the west wall outside surface temperatures. Fig.12 shows a comparison for the west wall
test day's heat flux in July. The low insulated wall behaved as a cooling surface during most of the
test days. The final conclusions for the west wall tests were as listed in Table 4.

¢) The downward misting operation for the roof (from 90 cm height) is more effective in cooling the
roof than that of upward misting (mist network on roof surface) by 7.37%. The result of down
misting caused the roof to be a cooling surface for more Time (hours) than upward misting.

d) The interval operating methods of the pumps (2-min on and 2- min off) reduce the water consuming.
Although that the continuous operating method or semi continuous operating method (continuous
operating for an hour time and then interval operating for a half an hour) can increase the cooling
effect but it can cause bad effect on the building construction because of water specially at the
evening and at the high level of relative humidity, and more water consuming. The best method of
operating is the continuous or semi continuous operating method at the peak temperature time (from
11:00 am to 4:00 pm) and interval operating during the other hours. This caused in a thin film of
water (only fog during peak temperature) over the roof surface to produce the cooling effect without
the harmful effect of water spilling.

e) The using of mist water reduces the outdoor air temperature, the experimental tests shows a
reduction of 12.4 to 21.2°C during the day hours. The number of temperatures reduced depends on
the relative humidity and the pump pressure, which will increase the water being misted.

f) This method can be used safely in buildings because most of the water mist will evaporates directly
(flash evaporating) and don't spilled on the surface, therefore do not cause any damage of any type
to the building. Although a surface humidification can happen during the high relative humidity
days or at the morning and the evening, but this effect can be reduced by using the interval operating
and the changing the intervals time.

g) Concerning the use of ANSYS-FLUENT.14 software, Two days for each test type (roof or wall)
were selected to compare the results of the experimental work with the fluent software results, and
to compare the wet and dry results generated by FLUENT. The simulation was conducted by using
the software to solve three dimensions transient heat transfer problem. The results were in the form
of static temperature contours of two surfaces at the middle of the room. The deviation between
experimental and fluent results is 0.2 to 5.8%. Fig.13 shows a comparison between the experimental
and fluent results for the days 20-July (dry) and 15- July (wet) wall tests .Fig.15 shows the contours
of these cases generated by Fluent for the hour 11:00 pm.

4- COMPARISON OF THE PRESENT WORK RESULTS WITH A PREVIUOS WORK
RESULTS
Comparison can be made with Carrasco et. al. 1986 experimental results in July 1986 in Bryan city,
Texas they reported that the roof evaporating cooling can reduce the roof-top temperature by up to 25°F
(13.89°C) or about 20%. To make a comparison with the present work, we can compare Carrasco results
of 19 July 1986 which was one of the biggest reduction values that was conducted during the
experiments as it shown in the result curves of Carrasco paper (5 to 10°C reduction of the roof top
temperature for the period from 1:00 pm to 4:30 pm), with a chosen roof test day in July of the present
work which is 4 July 2012 (clear sky with moderate temperature of July in Baghdad).Fig.14 shows that
The present test results show a reduction of the top surface temperature for the same time period of
range 5.1 to 11°C, and this is a close result to Carrasco one, although that the weather of Texas is less in
temperature levels from that of Baghdad according to (National Oceanic and Atmospheric
Administration in the United tate of America) which shows a maximum temperature of 29 July 1986 in
Bryan city was 38°C, compared with the temperature of 4 July 2012 of Baghdad which was 44°C. But the
high relative humidity of Bryan city that day (average 50%, max 96% and compared with Baghdad in 4
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July which was about max. of 27%) may have been the reason of the close results (increasing the
humidity will decrease the evaporating process). Knowing that, the wind speed was almost the same for
the two cases of the present and Carrasco (about 3m/s).

5- CONCLUSIONS

1) From the experimental work we can confirm that the water mist system can reduce the outside surface
temperature of the roof and the west wall of the room by 1.71 to 15.5°C for the roof and 1.3 to 18.8
°C for the wall.

2) The tests confirm that this system can reduce the heat gain entering the building throughout the roof
and the west wall by 21 to 76%.

3) The tests showed that, the using of mist water can reduce the outdoor air temperature by 12.4 to
21.2°C during the day hours.
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6-NOMENCLATURES
k : thermal conductivity of the roof or the wall materials W/m °C
n: the number of the roof or wall layers
o :heat flux through the roof at the wet part (sprayed part) W/m?
O :heat flux through the roof at the dry part (not sprayed part) W/m?
0w :heat flux through the west wall at the wet part ( sprayed part) W/m?
Owa : heat flux through the west wall at the dry part ( not sprayed part) W/m?
t : roof or Wall Layer Thickness m
T.i : roof inside surface temperature °C
Tm : room average temperature °C
Ty, - roof outside surface temperature at the wet part ( sprayed part) °C
Troq :roof outside surface temperature at the dry part ( not sprayed part) °C
Tuwi : wall inside surface temperature °C
Two : Wall outside surface temperature at the wet part ( sprayed part) °C
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7-TABLES AND FIGURES

Table 1. The Results of Houghton et al. for Concrete Asphalt Roof.

With | Without
spray | spray
Max. heat flow, w/m? 6.6 56.7
Min. heat flow, w/m? 2129 | -7.24
2
Avg. heat flow, w/m 384 183
over 24 hour
Length of time with zero 16 8
or negative heat flow hour

Table 2. The roof and wall experimental days.

No. | Test name No. of days
1 | Dry test 9
9 V\/_et_roof test (nozzle 18
misting up)
Wet roof test ( nozzle
3 o 7
misting down)
4 | Wet wall test 17
Total test days 51

Table 3. Final conclusions of roof tests.

Range | Average
Tro peak reduction at 4— 757
2:00Pm, °C 11.14 '
Tro day hours range 1.71- 8.6
reduction °C 155 '
Tri peak reductionat | 0.5- 19
8:00Pm, °C 1.91 '
Tri da_y hours range 02-2 11
reduction °C
Roof heat flux day 1.1-
hours range reduction 22 11.55
w/m?
Daily total roof heat 21.3 -
flux range reduction 76.6 | 48.95
%

* This result is for upward spraying, the daily total roof heat flux becomes negative (cooling) in many case with
downward spraying
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Table 4. Final conclusions of wall tests.

Range | Average
Two peak 29
reduction at 3:00- 1é 75 10.5
4:00Pm, °C '
Two day hours 13-
range reduction | 10
o 18.8
Twi peak
reduction at 25533_ 4.2
7:00Pm, °C )
Twi day hours 08—
range reduction y 3.8
o 6.83
Daily total wall
heat flux range faie *x
reduction %

** The daily total wall heat flux became negative (cooling)

Figure 1. Test room dimension.

o

Figure 2. Mist nozzle.
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oy .
| 1 | High pressure pump 6 | Low pressure elastic pipe
2 | Low pressure pump 7 | High pressure hose
3 | S microns water filter 8 | Water tank
4 | Operating electrical board 9 | Copper Mist network
S | Mist nozzle 10 | Wood frame

Figure 3. The test apparatus.

mist nozzle

4

Copper pipe

/ Brass connector

Figure 4. Piping network.

Figure 5.Main thermocouples places.
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Figure 6.The outside roof surface temperature for the days 12-May (dry),20-June (wet).
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Figure 7. Heat flux throughout the roof and the west wall of the test room for the day 12-May (dry test).
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Figure 8. Heat flux throughout the roof and the west wall of the test room for the day 20-June (wet test).
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Figure 11.Wall outside surface temperatures of the day's 13- May (dry), 29-May (wet), 9- June (wet).
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Figure 13.Comparison curves of the daily room temperatures measured experimentally and generated by
ansys-fluent.14 software for dry (20/7/2012) and wet (15/7/2012) cases of wall tests.
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Figure 14. The temperature curves of 29 July 1986 by Carrasco and 4 July 2012 by Firas.
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Contours of Static Temperature (c) (Time=11:00 p.m.) Dry Wall Test July 20, 2013
ANSYS FLUENT 14.0 (3d, pbns, lam, transient)

Contours of Static Temperature (c) (Time=11:00 p.m.) Wet Wall Test July 15, 2013
ANSYS FLUENT 14.0 (3, pbns. lam, transient)

Figure 15.Temperature contours for the dry (20/7/2012) and wet (15/7/2012) wall cases at 11:00 pm.
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ABSTRACT

The aim of research is to show the effect of Ferric Oxide (Fe203) on the electricity
production and wastewater treatment, since 2.5% of Ferric Oxide (Fe,O3) (heated and non
heated) nanoparticles has been used. Characterization of nanoparticles was done using X-ray
Diffraction (XRD) and Scan Electron Microscopy (SEM). The influence of acidity was also
studied on both wastewater treatment on the Chemical Oxygen demand (COD) and Biological
Oxygen Demand (BOD) and voltage output was studied. From the results, it was infused that
the dosage of 0.025 g/l and an initial pH 7 were founded to be optimum for the effective
degradation of effluents. The results concluded that the treatment of anaerobic sludge
wastewater using Ferric Oxide (Fe;Os3) in combination with microbial fuel cell technology is an
efficient method for the treatment of anaerobic sludge wastewater.

Key words: Microbial fuel cell, nanoparticles, wastewater treatment.
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1. INTRODUCTION

Efficiently making use of biological processes to recover useful energy from organic wastes is
always a goal for the wastewater treatment industry. In the study, microbial fuel cells (MFCs)
are considered to be a very popular and promising bio-electrochemical power source for directly
recovering electrical energy from carbohydrates as well as organics in wastewater. The
application of MFCs in a wastewater treatment process has several advantages over existing
processes. In addition to energy recovery as electricity in a wastewater treatment process, MFCs
generate less excess sludge in a more stable condition than the aerobic treatment process
Greenman et al., 2009.

The goal of waste water treatment facility is to reduce organic and inorganic materials in
wastewater to a level that no longer supports microbial growth and to eliminate other potentially
toxic materials. The efficiency of treatment is expressed in terms of reduction in BOD the
relative amount of dissolved oxygen consumed by microorganisms to completely oxidize all
organic and inorganic matter in the water sample. The higher the levels of oxidizible organic
and inorganic material in the wastewater it will result in high BOD Kargi et.al 200.
Nanoparticles are materials having a size in the range of 1-100 nm. Iron oxide, titanium
dioxide, fullerenes and carbon nanotubes have been made into nanoparticles Boxall A.B. et. al
2007, and Christian.P. et. al 2008. Fe,Os is an effective reducing agent and catalyst for various
applications in environmental remediation.

The heterogeneous reaction using Fe203 involves five steps: (i) mass transfer of the reactant to
the Fe,O3 surface from the bulk solution; (ii) adsorption of the reactant on the Fe,O3 surface;
(iii) chemical reaction at the Fe,O3 surface; (iv) desorption of the reaction product from the
Fe,0O3 surface; and (v) mass transfer of the product into the bulk solution Lin. A. et. al 2008.
The disposal of wastewater containing toxic organic compounds by the industrial community
has been increased significantly in the recent past. So the treatment of such wastes generated
from the industries is considered necessary as well as important in every aspect. Untreated
wastewater if allowed to accumulate, leads to the decomposition of organic material and
production of toxic gases. In industrial wastewater treatment, the objective is to remove or
reduce the concentration of organic and inorganic compounds Concetta and Cristina et. al
2005.

In this study the use of (0.025gm) of Fe,O3; nanoparticles in enhancing the power output and
wastewater treatment using microbial fuel cell technology was investigated. It proves to be a
eco-friendly method along with the renewable source for generating electricity. The
nanoparticles are characterized using X-ray Diffraction (XRD) and Scan Electron Microscopy
(SEM), while the voltage and current was measured using Multimeter.

2.METHODS AND MATERIALS
2.1. Wastewater Characteristics

Wastewater (Anaerobic sludge) was obtained from Koyembedu sewage treatment plant,
Chennai, Tamilnadu, India. Sample was stored in deep freezing unit at -20°C during the
investigation. Initial values of the characteristics of wastewater are presented in Tablel.

121



Number 9  Volume 20 September - 2014 Journal of Engineering

2.2. Preparation of Fe,O3; Nanoparticles

The Fe,O3 nanoparticles were synthesized by the well known liquid phase reduction method.
32.31 g of Fe(NO3)3.9H,0 was completely dissolved in 400 ml of deionized water to form a 0.2
M solution and 28.77 g of NaOH was completely dissolved in 1200 ml of deionized water to
form a 0.6 M solution. This solution was added drop wise into the above solution. After
addition, this reaction continued with constant stirring. The solution was washed with deionized
water and then dried in vacuum. The reaction is as follows:

Fe (NO3)3.9H,0 + 3NaOH + H,0 — FeOOH + 3NaNOs+ 10 H,0 1)

2.3. Construction of Microbial Fuel Cell (MFC)

A sequential anode-cathode two chambered microbial fuel cell (MFC), in which the Fe,Os
(heated and non heated) of anode chamber was used as continuous feed for an aerated cathode
chamber, was constructed in this experiment to investigate the performance of brewery
wastewater treatment in conjugation with electricity generation. using autoclavable bottles each
with diameter 30 mm and 100 mL capacity were taken. Two holes of diameter 5.5 mm and 1.5
mm were made on each of the lids for the insertion of the salt-bridge and electrodes. In the
anode container, 100 mL of the Anodic Inoculation was used and in the cathode container 100
mL Potassium permanganate (0.1M) solution was used. The container lids were closed and
sealed with tape. Salt-bridge was made with potassium chloride and agar in a 5 mm diameter
level tube. Graphite sheets of 0.2 mm (thick) X 50 mm (length) X 12.5 mm (breadth) were used
as electrodes. The electrodes were first soaked in 100% ethanol for 30 min. After that the
electrodes were washed in 1 M Hydrochloric acid followed by 1 M Sodium hydroxide, each for
1 hr. They were then stored in distilled water before use. The electrodes were suspended using
copper wires which were used to connect the conducting electrode and the multimeter. The cell
was connected with a 10 ohm resistor to complete the circuit. The voltage and current where
measured using UNITYDT-830D mutlimeter.

All operations were carried out at room temperature of 28°C. The variation in pH where (3, 5, 7
and 10) of the wastewater sample and was carried out by using 1N (HCI) and 1 N (NaOH).

2.4. Analytical Methods
Voltage (U) yielded from MFC for long time operation was recorded automatically by a
computer and converted to power density Wang et. al 2008, according to:

P (Wm?) = U *j (2)
Where j is current density (A\ m?), which is calculated by:

j = UI(R*A) ©)
Based on external resistance R (Q2) and projected surface area of cathode,

Total Surface area = 2 (L*B + L*T + B*T)) A (m?) (4)

2.5. Analysis of Chemical Oxygen Demand (COD) and Biological Oxygen Demand (BOD)
The BOD analysis was done using Young, J.C. procedure with 5 days incubation. COD

analysis was done using open reflux method.

The % COD remaining was calculated by the following equation.

initial COD— final COD « 100) 5)

%COD remaining =100—( initial COD
initia
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3.RESULTS AND DISCUSSION
3.1. Characterization of Fe;O3
Fig.1 (a) shows the X-ray diffraction pattern of the as-prepared Fe203 sample and Fig.3 (b)
shows the X-ray diffraction pattern of Fe203 annealed at 300°C. It can be indexed as the
orthorhombic system by comparison with data from JCPDS NO: 81-0463 (a-FeOOH). The
diffraction peaks at 20 ~ 21.2, 33.3, 34.7, 36.6, 52.9, 58.9, 61.3 correspond to (110), (130),
(021), (111), (221), (151), and (250) planes of sample respectively (JCPDS no: 84-0713). The
information on the particle size was obtained from the full width at half maximum (FWHM)
of the diffracted beam using Debye—Sherrer formula. Qusay J. Raaheed et. Al, 2011.:
Dp= 0.89A
(6)
BcosO
The sample displayed an average crystalline size of 5.65 nm. The application of
scherrer’s formula to the (313) reflection peak at 260 = 35.6 indicated the formation of
maghemite nanoparticles with approximately = 24nm in mean diameter for the sample annealed
at 300°C for 3h and annealed in an air atmosphere at 300 °C for 3 h, to get dark brown coloured
nanocrystalline y-Fe203 powders.
The scanning electron microscopy (SEM) image of synthesized Fe,03 particles is shown
in Fig 2. Results indicate that the synthesized Fe,O3 particles are almost spherical. Fig.2 (a)
shows evenly distributed spherical particles approximately 30 um in size, and Fig.2 (b), under
higher magnification, confirms the spherical shape and the size range of each particle. On the
spherical particles there were threads-like or tube-like structures clearly visible in Fig.2 (b).
These structures increased the available surface area of reaction.

3.2. Voltage and Current measurements:

Aerobic sludge is used to construct a MFC (Cell 1). The cells are connected with a constant
load of 10 Q and periodically monitored for the voltage and current outputs and tabulated. The
power density and current density area were calculated respectively.

Similarly there are two other cells constructed as above using aerobic sludge with heated and
non heated and designated cell 2 and cell 3 respectively.

The following are the results obtained. In a normal double-chamber MFC, the highest current
was observed at neutral pH (between 6.5 and 8) Jadhav and Ghangrekar et.al, 2009. In this
study using Fe O3 (heated and non heated) the current was higher at pH 5 and pH 10
respectively. This difference is due to the influence of the chemical substance added to the
wastewater. The current density and power density too show the same pH and give best results
as that of the current and voltage.

4.DISCUSSION

Large part of energy carried by the organic contaminants in wastewater is converted into
electricity; MFC might produce less excess sludge, when used as a wastewater process, than the
conventional aerobic process. For this reason MFC is a novel wastewater treatment process.
Kim et.al, 2004. During operation, both the fuel cells anode chamber were continuously
monitored for substrate (as COD) removal to enumerate the potential of fuel cell to act as
wastewater treatment unit. Both the systems showed their potential for substrate removal
indicating the function of selectively enriched mixed microflora in metabolizing the carbon
source as electron donors. Relatively higher substrate removal efficiency and substrate
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degradation rate (SDR) was documented with ferricyanide cathode. During the stable phase of
operation, COD removal efficiency of 74.20% and 74.15% a ccounting for SDR of 0.559 kg
COD/m3 day and 0.464 kg COD/m3 day was observed for FC and AC respectively. Time taken
for carbon exhaustion was relatively more in aerated cathode.

The voltage and current were measured at regular intervals and plotted for each pH Figs.
3.a and 3.b. Power density was then calculated and plotted against current density Figs. 4.a
and 4.b. As show in (fig 5.a and 5.b) a reduction of more than 50% was observed in both the
cases.
The MFCs might produce a far less excess sludge when used in the wastewater treatment
process, than the conventional aerobic process. In view of this advantage, the MFC was
proposed as a novel wastewater treatment process. Kim et al., 2004.

5. CONCLUSION

In the present investigation, electricity could be successfully generated from wastewater
treatment as it provides a new technology in making the wastewater treatment more affordable
for both the developing and the countries. Thus, this combination of wastewater treatment along
with electricity generation offers a technology that is affordable and is ecofriendly which might
fulfill the needs of the developing nations in the present scenario. The Fe,O3 particles prepared
through a liquid-phase reduction method the calculated cell parameters are. According to the
scherrer’s equation the average crystallite size of the product was calculated to be about 35.6
nm as prepare and 24nm for the sample annealed at 300°C for 3hr. The precipitation method led
to the formation of o-FeOOH. At temperature around 300°C a-FeOOH decomposes and
diffraction peaks corresponding to Maghemite appeared. crystallinity increases. SEM analysis
shows that the particles are spherical shape. Further the wastewater with nanoparticle was
adjusted at various pH levels revealed that the optimum initial pH for better degradation was
found to be pH 5 showed best results for power output and pH 7 showed best reduction in BOD
and COD proving high wastewater treatment efficiency percentage. A high current density and
power density was obtained at pH 5 and pH 10 for the non heated and heated Fe203
respectively. But the reduction in BOD and COD was obtained at pH 7 in case of non-heated
Fe203 and COD reduction was obtained at pH 3 and BOD at pH 7 for heated Fe203. A large
part of the energy stored by the organic contaminants in the wastewater is converted into
electricity.
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NOMENCLATURE
COD - chemical Oxygen Demand.
BOD - Biological Oxygen Demand.
XRD - x-ray Diffraction.
SEM - scanning electron microscopy.
D, - average crystallite size.
B - Line broadening in radians (FWHM of diffraction peak).
0 - diffraction angle.
A - x-ray wavelength.
J - current density.
R - resistance.
U - voltage.
p - power density.
W - watt.
B - breath.
L - length.
T - width.
A - Amper.
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Figure 1. X-ray diffraction pattern of the as-prepared Fe203 sample.
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Figure 2. SEM Image of heated Fe203and non heated Fe203.
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Figure 3.a. Maximum current and voltage produced at different pH
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Figure 3.b. Maximum current and voltage produced at different pH using 2.5% (0.025 gm) of

the nanoparticle.
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Figure 4.a. Maximum current density and power density produced at different
pH using 2.5% (0.025 gm) of the nanoparticle.
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Figure 4.b. Maximum current density and power density produced at different
pH using 2.5% (0.025 gm) of the nanoparticle.
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Figure 5.a. BOD and COD reduction at different pH using 2.5% (0.025 gm)
of the nanoparticle.
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Figure (5.b) . BOD and COD reduction at different pH using 2.5% (0.025 gm).
of the nanoparticle.
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Tablel. Characteristics of wastewater.

Parameters Value
COD (mg/L) 15,000
Initial pH 7.0
Initial DO(mg/L) 2.2
Total Solids (mg/L) 1700
Dissolved Solids(mg/L) 750
Suspended Solids(mg/L) 1100
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Effect of Local Feldspar on the Properties of Self Compacting
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ABSTRACT

This research of using Feldspar in the production self compacting concrete (SCC)
( 5,10,15 )% as partial replacement by weight of cement .In this research some of
fresh properties of SCC ( slump flow used V-funnel test and filling ability used ( U-
box test ) for concrete mixes and also some of the harden properties of SCC (
compressive and flexural tests ). The research results showed that negative effect of
Feldspar on the fresh properties of self compacting concrete but the positive effect of
Feldspar on the harden properties of self compacting concrete .

Keywords : Self compacting concrete , Feldspar , The fresh properties of self
compacting concrete , The harden properties of self compacting concrete .
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